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The hypothesis of a low dimensional martian climate attractor is investigated by the application of the
proper orthogonal decomposition (POD) to a simulation of martian atmospheric circulation using the
UK Mars general circulation model (UK-MGCM). In this article we focus on a time series of the interval
between autumn and winter in the northern hemisphere, when baroclinic activity is intense. The POD
is a statistical technique that allows the attribution of total energy (TE) to particular structures embedded
in the UK-MGCM time-evolving circulation. These structures are called empirical orthogonal functions
(EOFs). Ordering the EOFs according to their associated energy content, we were able to determine the
necessary number to account for a chosen amount of atmospheric TE. We show that for Mars a large frac-
tion of TE is explained by just a few EOFs (with 90% TE in 23 EOFs), which apparently support the initial
hypothesis. We also show that the resulting EOFs represent classical types of atmospheric motion, such as
thermal tides and transient waves. Thus, POD is shown to be an efficient method for the identification of
different classes of atmospheric modes. It also provides insight into the non-linear interaction of these
modes.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

A number of observational studies and numerical simulations
have suggested that the dynamical behavior of the martian atmo-
sphere may be more regular and coherent than its terrestrial coun-
terpart. For example, the analysis of meteorological information
sent back to the Earth by Viking Lander 2 during two consecutive
martian years showed that transient baroclinic wave activity in
the northern hemisphere was characterized by rather similar
parameters, suggesting similar dynamics, during spring and au-
tumn in both years (Barnes, 1980, 1981). This regularity in the
behavior of transient waves was also found in simulations carried
out using the NASA Ames General Circulation Model (GCM)
(Barnes et al., 1993).

An early series of numerical experiments with the UK Mars
GCM (UK-MGCM) suggested that, without the influence of the
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diurnal cycle, the martian atmosphere would display a behavior
characterized by coherent baroclinic waves during late autumn,
winter and early spring with periods of approximately 2.2 or 5.5
sols (1 sol = 1 martian solar day). When the diurnal cycle was in-
cluded, the baroclinic waves no longer displayed a regular behav-
ior. Instead, they evolved in a more irregular way which was,
nevertheless, influenced to a large extent by episodic oscillations
with periods of 2.6 and 5.6 sols (Collins et al., 1996). Both numer-
ical experiments produced the same zonal structure for the baro-
clinic waves. Thus, the high-frequency baroclinic waves displayed
a horizontal structure with zonal wavenumber-2 in both simula-
tions while the low-frequency waves had a zonal wavenumber-1
wave structure (Collins et al., 1996). In this manner thermal tides
and baroclinic waves appear to be spatially resonant, which would
suggest that complex non-linear interactions between these differ-
ent kind of motions are to be expected (Collins et al., 1996). In fact
these results can be interpreted as a complex dynamical pattern
controlled by two coexisting equilibria. The system would tend
to stay near one of the equilibria until it was perturbed by the diur-
nal cycle which would then cause the system to switch erratically
from one equilibrium state to another (Read and Lewis, 2004).

These findings constitute rather intriguing features of the mar-
tian atmosphere considering the high complexity that would be
expected in such a system. The enhanced regularity observed in
the dynamical behavior of the atmosphere of Mars in comparison
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with its terrestrial counterpart suggests the hypothesis of a rela-
tively low-dimensional underlying attractor of the martian cli-
mate. In turn, this hypothesis points towards the possibility of
analysing the martian atmosphere in the context of low-order
diagnostic and, in principle, prognostic models.

Low-order models based on proper orthogonal decomposition
(POD) have been under development for the terrestrial case for
some time (e.g. Schubert, 1985). However, work on low-dimen-
sional models in the context of planetary atmospheres is still
sparse despite the potential significance that this kind of research
could have for the study of extraterrestrial atmospheres and com-
parative planetology.

One example of these studies is given by the work of White-
house et al. (2005a,b). They analyzed the possibility of representing
an atmospheric dataset by a small number of modes (Whitehouse
et al., 2005a). Their atmospheric dataset was produced by a simpli-
fied GCM (SGCM) for a planet with no topography (smooth surface
with no variation in thermal properties) and simple physical para-
metrizations such as Newtonian cooling and Rayleigh friction. The
parameters in the model were tuned as for resembling the behav-
ior of the atmosphere of Mars as described by Collins and James
(1995), Whitehouse et al. (2005a) carried out a two-stage decom-
position on the quasi-geostrophic (QG) horizontal streamfunction.
First, they decomposed this field in a series of vertical modes based
on the QG vertical structure equation. After this first decomposi-
tion, they compiled a partially reduced dataset by choosing those
vertical modes that explained most of the energy content in the
original dataset. The reduced dataset was subject to further reduc-
tion by means of POD, a statistical technique for extracting coher-
ent structures from experimental or simulated data according to a
suitably defined generalized energy (see Holmes et al., 1996 and
Section 3.1 below for a more complete description of POD). The
complete procedure allowed the representation of Oð103Þ ensem-
ble members by a set of Oð50Þ EOFs. Dynamically, this effectively
amounts to the reduction from Oð104Þ degrees of freedom in the
original model down to Oð50Þ degrees of freedom in the fully re-
duced dataset (Whitehouse et al. (2005a)).

In a second article, Whitehouse et al. (2005b) introduced the
construction of dynamical reduced-dimension models for the
SGCM based on the decomposition described above. They managed
to construct successful models with 80 degrees of freedom in a
combination of vertical and horizontal modes derived during the
diagnostic analysis previously described.

Closely following the program established by Whitehouse et al.
(2005a,b), this and a forthcoming article explore the hypothesis of
a relatively low-dimensional attractor underlying the martian cli-
mate by searching for low-order models capable of representing
the essential dynamics of the martian atmosphere. In particular,
this article presents a diagnostic analysis of simulated data by
the UK-MGCM. In contrast with the idealized SGCM used by
Whitehouse et al. (2005a,b), the UK-MGCM is a state-of-the-art
model comprising complex parametrizations for a number of rele-
vant physical processes such as radiative heat transfer, surface pro-
cesses, sub-grid dynamics and polar carbon dioxide condensation
and sublimation. It also includes a realistic representation of the
martian topography as measured by the Mars Orbiter Laser Altim-
eter (MOLA) aboard the Mars Global Surveyor (MGS) spacecraft
(Smith et al., 1999).

The approach of the present study is focused on the use of the
primitive equations of dynamic meteorology as underlying dynam-
ics rather than the QG theory approach of previous studies (White-
house et al., 2005b). This choice positions our study close to the
latest work in the terrestrial context (Achatz and Opsteegh,
2003). The UK-MGCM and the climatology of the UK-MGCM simu-
lation to be analyzed will be described in Section 2. As a conse-
quence of this approach, the analysis was carried out by means
of a fully three-dimensional version of POD, which involved the
simultaneous decomposition of the horizontal components of
velocity, temperature and surface pressure. Horizontal velocity
components and temperature were functions of three spatial
dimensions (planetographic longitude and latitude, and sigma as
a vertical coordinate) while surface pressure was a function only
of longitude and latitude. The four fields were time dependent.
The full description of this method is given in Section 3.1. In Sec-
tion 4, the energy distribution as extracted by POD is presented.
Section 5 investigates the relation between POD modes, or empir-
ical orthogonal functions (EOFs), and components of atmospheric
motions such as thermal tides and baroclinic waves, that have been
the subject of extensive studies. By establishing this relationship
we seek to shed light on the appropriate physical interpretation
of the EOFs for this problem. Furthermore, we intend to show that
thermal tides and transient waves are intimately related not only
by sharing similar energy contents but also by being part of com-
mon coherent structures, which confirms and extend the findings
by Collins et al. (1996). Finally, a summary and conclusions are gi-
ven in Section 6.

2. The UK Mars GCM

The UK-MGCM is a pseudo-spectral model jointly developed at
the University of Oxford and the Open University in collaboration
with the Laboratoire de Météorologie Dynamique (LMD) in Paris.
It is based on the terrestrial model of Hoskins and Simmons
(1975). The resolution used in the simulation for this study was
jagged T31 (triangular with maximum total wavenumber 31) with
25 unevenly-spaced r-levels in the vertical. The uneven spacing in
the vertical allows for an enhanced resolution near the surface
(Forget et al., 1999). The uppermost full level is located at
r ¼ 5:6� 10�5, approximately corresponding to 100 km assuming
a constant scale height H ¼ 10 km. This vertical extension allows
the model to capture the fully developed martian Hadley cell,
which can reach heights of around 80 km (Wilson, 1997).

The large-scale topographic features on Mars play an essential
role in the evolution of the general circulation. For example, cou-
pled with the diurnal tide, it is well-known to excite waves that
resemble non-migrating tides (Zurek, 1976). In particular, an east-
ward-propagating diurnal Kelvin wave and a westward-propagat-
ing wavenumber-3 diurnal wave arise from this interaction. The
diurnal Kelvin wave seems to have an influence on processes such
as the development of dust storms (Montabone et al., 2007). There-
fore, it is important to have an accurate representation of Mars’
topography. The UK-MGCM uses the highly accurate Mars topogra-
phy dataset as measured by the Mars Orbiter Laser Altimeter
(MOLA) aboard NASA’s Mars Global Surveyor spacecraft (MGS)
(Smith et al., 1999).

The physical processes in the model include radiative heat
transfer, surface processes, sub-grid dynamics and carbon dioxide
mass exchange between the polar caps and the atmosphere (Forget
et al., 1999; Read and Lewis, 2004 and references therein). The la-
ter is largely responsible for the significant surface pressure varia-
tions along the martian year.

2.1. UK-MGCM dataset climatology

In order to reduce the amount of information to be handled by
POD, thereby reducing the computational expense, only 10
unevenly-spaced sigma-levels were selected from the sigma-levels
in the UK-MGCM. Table 1 shows the sigma-levels in the UK-
MGCM. The levels that were retained are enclosed in a box. The
lower levels were chosen so that the first scale height
(H0 ¼ 10 km, on Mars) was well represented. Thus, the first four
levels lay within the first 10 km and the fifth is just above.



Table 1
Sigma-levels and equivalent altitudes in the original dataset. The levels that were
kept to perform the POD are boxed.
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The uppermost levels in the UK-MGCM were discarded to avoid
including the sponge layer. The horizontal resolution was set to a
regular longitude–latitude grid with I ¼ 64 grid points in the zonal
direction and J ¼ 32 grid points in the meridional direction for vor-
ticity, potential vorticity and streamfunction.

The UK-MGCM data was transformed into time series of zonal
and latitudinal velocity and temperature on the 10 sigma-levels
used for POD plus pressure at the surface. Each level was discret-
ized in a 64� 32 regular longitude–latitude grid, corresponding
to squares of angular length 5:625� in either direction and equiva-
lent to a maximum arc length of s ¼ 333 km. The variables were
distributed over a C-grid (Arakawa and Lamb, 1977).

The UK-MGCM dataset that was used in this study covers a 90-
sol interval from Ls ¼ 267:7� (sol 511) to Ls ¼ 323:2� (sol 601). Here
Ls is the areocentric longitude and gives the position of the planet
in its orbit around the Sun. Ls ¼ 0;90;180;270� correspond to the
northern spring equinox, summer solstice, autumn equinox and
winter solstice, respectively. Thus, this dataset corresponds to the
transition between autumn and winter in the northern hemi-
sphere. The simulation was carried out with a dust scenario which
prescribes the total dust optical depth at each latitude and time of
the year. This scenario (MGS dust scenario) has been derived from
MGS observations and produces temperature profiles in the model
which are close to those observed by the Thermal Emission Spec-
trometer aboard MGS (Smith et al., 2001). The time series was
sampled every 2 h to make an ensemble of 1080 elements.
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Fig. 1. Temporal and zonal average of temperature (gray scale), zonal wind (white) and
dashed and dotted lines represent positive, negative and null contours, respectivel
Dv ¼ 129:2 kg s�3 for mass streamfunction.
2.1.1. Zonal mean
Fig. 1 shows the temporal and zonal average of temperature and

zonal wind in the UK-MGCM for the period under consideration.
Fig. 1 also shows the meridional mass transport streamfunction v
defined, in sigma-coordinates, as (e.g., Gill, 1982)

psv ¼ �
1

cos /
@v
@r

; ps _r ¼ 1
cos /

@v
@/

; ð1Þ

where ð�Þ indicates zonal average so that positive streamfunction
indicates counter-clockwise circulation.

Fig. 1 presents a zonal mean atmospheric structure with charac-
teristics typical of winter solstice. A steep horizontal temperature
gradient near the surface in the winter hemisphere gives rise to a
very strong winter westerly jet in the middle atmosphere above
the northern hemisphere, reaching peak speeds of 140 m s-1 on
average. This jet is accompanied by a weaker easterly jet above
the equator. The temperature cross-section (Fig. 1) exhibits the
so-called winter polar warming that takes place in the middle
atmosphere between 50 and 80 km (Read and Lewis, 2004). This
phenomenon is due to adiabatic compression in the downwards
side of the Hadley cell, which on Mars extends up to 80 km above
the surface (Wilson, 1997; Forget et al., 1999). Notice also the
strong hemispheric asymmetry of the martian solstice general cir-
culation. This is characterized by a strong quasi-global Hadley cell
that extends from almost 60� in the summer hemisphere to the
pole in the opposite hemisphere (Forget et al., 1999).

2.1.2. Atmospheric tides
There are two important features of the UK-MGCM which have

an impact on the global circulation: the presence of diurnal and
seasonal cycles and the inclusion of topography. These three fea-
tures are relevant for this study. However, the effect of the seasonal
cycle will only be partially included due to the short duration of
the time series under analysis. Therefore, we will focus our analysis
on the effects of the diurnal cycle.

The presence of the diurnal cycle gives rise to atmospheric ther-
mal tides. These are atmospheric motions whose characteristic
periods are harmonics of 1 sol. They can be classified as Sun-syn-
chronous, or migrating, and longitude-dependent, or non-migrat-
ing, tides. The most significant migrating tides are the diurnal
and semidiurnal tides (see, e.g. Wilson and Hamilton, 1996).

The diurnal tide is a westward-traveling wave, characterized by
a zonal wave-number-1 and a period of 1 sol. The semidiurnal tide
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y. The separation between contours is Du ¼ 27:0 m s�1 for zonal velocity, and
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is also a westward-traveling wave, though it is characterized by a
zonal wavenumber-2 and a period of half a sol. The diurnal tide
is mainly the response of the atmosphere to surface heating be-
cause of its short vertical wavelength and surface-trapped struc-
ture. The semidiurnal tide, on the other hand, has a much longer
vertical wavelength and reflects the vertically integrated radiative
response of the atmosphere. Hence, the activity of the semidiurnal
tide has a central influence on the atmospheric response to radi-
atively active phenomena such as dust storms, when the vertical
radiative properties are changed due to the enhanced presence of
dust loadings (Lewis and Barker, 2005).

On Mars an eastward-propagating diurnal Kelvin wave charac-
terized by a zonal wavenumber-1 and a resonant period close to 1
sol (e.g., Zurek, 1976; Forbes, 2004; Lewis and Barker, 2005) plays
the role of a non-migrating tide. It arises from the interaction be-
tween the diurnal tide and topography dominated by a strong zo-
nal wavenumber-2 pattern (Zurek, 1976). Hence, it can only be
simulated in a model which includes appropriate topographic
information (Forbes, 2004; Read and Lewis, 2004). The interaction
between the diurnal tide and topography also gives rise to a west-
ward-propagating wavenumber-3 wave with a period of 1 sol.

Fig. 2 is a graphical representation on a period-wavenumber
space of atmospheric planetary waves present on average in the
UK-MGCM dataset as seen in two different fields (a negative period
represents a wave traveling westwards). Fig. 2a corresponds to sur-
face pressure (cf. Fig. 5.9 in Read and Lewis, 2004); Fig. 2b presents
the same information as seen in the temperature at an approxi-
mate height of 600 m above the planetary surface. These figures
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Fig. 2. Planetary waves in the UK-MGCM dataset as seen in (a) surface pressure,
and (b) temperature at r ¼ 0:943 (approximate height z ¼ 600 m above the
planetary surface). Both figures correspond to an equatorial longitude circle.
Negative periods indicates westward traveling waves.
were obtained by a double Fourier transform (in time and longi-
tude) of a surface pressure (or temperature) time series around
the equator (Read and Lewis, 2004; Lewis and Barker, 2005). For
the Fourier transform in time we used a rectangular window of
20 sols in order to get a sufficient resolution in frequency. The win-
dow was slided along the time axis in steps of 2 martian hours. The
resulting time series of spectral coefficients was then averaged in
time.

The strongest signal in both fields corresponds to the westward-
propagating diurnal tide (Period = �1 sol, m ¼ 1). The semidiurnal
tide (Period = �0.5 sol, m ¼ 2) and the diurnal Kelvin wave (Peri-
od = +1 sol, m ¼ 1) are present in both fields as well as the west-
ward propagating diurnal wavenumber-3 wave (Period = �1 sol,
m ¼ 3). However, these waves have different impact on each field.
In the surface pressure signal, the diurnal Kelvin wave is the sec-
ond strongest, followed by the semidiurnal tide. In contrast, in
the temperature field at the level of observation, the semidiurnal
mode is the second most significant followed by the westward
propagating diurnal wavenumber-3 wave.

A similar analysis at mid-latitudes in the northern hemisphere
reveals a completely different atmospheric structure at mid-lati-
tudes. Fig. 3a shows a frequency–wavenumber diagram for atmo-
spheric planetary waves in surface pressure on a longitudinal
circle at 64.3�N; Fig. 3b presents similar information for tempera-
ture at an approximate height of 600 m above the planetary sur-
face on the same longitudinal circle. At this level the most
important signal comes from slow eastward-moving waves with
periods ranging from approximately 1.8 to 5.5 sols and zonal
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Fig. 3. Planetary waves in the UK-MGCM dataset as seen in (a) surface pressure,
and (b) temperature at r ¼ 0:943 (approximate height z ¼ 600 m above the
planetary surface). Both figures correspond to a longitude circle at 64.3�N. Negative
periods indicates westward-traveling waves.
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wavenumbers between 1 and 3. These waves correspond to baro-
clinic activity taking place at mid-latitudes in the northern hemi-
sphere similar to that found in previous studies using this same
MGCM (Collins et al., 1996). These waves represent the model’s re-
sponse to baroclinic instability. They are related to the baroclinic
activity first detected in the analysis of Viking 1 and 2 surface pres-
sure data (Barnes, 1980; Barnes, 1981). However, the wavenum-
bers predicted by the UK-MGCM are somewhat different from
those envisaged by Barnes (1980). This is an important difference
between the model and the actual planet which should be born
in mind during this analysis.

As on the equator, an indication of vertical structure can be de-
ducted from the dissimilarities in the waves at the surface and at
slightly higher levels in the atmosphere. For example, the maxi-
mum power contribution to the surface pressure comes from zonal
wavenumber-1 waves, whereas zonal wavenumber-2 waves con-
tribute the most to the power observed in temperature at 600 m
above the surface. Furthermore, the diurnal tide is still perceptible
at the surface whereas its signal has vanished when observed at an
altitude of only 600 m above the surface. This effect is due to the
presence of the seasonal CO2 polar cap, which effectively locks
temperature values to the CO2 frost point. Indeed, looking at higher
altitudes, the strength of the tides is recovered in a picture similar
to Fig. 3a.

An important difference (not captured by the figures) between
the dynamics at the equator and at mid-latitudes is that there
was a constant change in the power of waves at different frequen-
cies and zonal wavenumbers at mid-latitudes for the time interval
under analysis. In contrast, the power distribution at the equator
did not vary considerably and the picture remained pretty much
the same as that shown in Fig. 2.
Table 2
Non-dimensionalizing factors.

Dimension Factor Value

Length a 3:3960� 106 m
Time X�1 1:4108� 104 s
Velocity aX 240.7 m/s
Temperature ðaXÞ2=R 303.1 K
Geopotential ðaXÞ2 5:794� 104 m2=s2

Pressure p0 500 Pa
Frictional force aX2 1:7062� 10�2 m=s2

Diabatic heat a2X3=j 17:614 Jðkg sÞ�1
3. Analysis methodology

The analysis methodology that was used in this work consisted
of a combination of proper orthogonal decomposition (POD) and
short-time Fourier analysis. This combination allows us to identify
the distribution of the energy (via POD) and relate this to the tidal
modes and natural modes that occur in the atmosphere (via Fou-
rier analysis). In this section we review these two methods and ex-
plain the way in which we have combined them in order to achieve
our objective.

3.1. Proper orthogonal decomposition

Proper orthogonal decomposition is a statistical technique that
originally was intended as a compression tool to represent most of
the variance in a given dataset using the smallest number of modes
(Karhunen, 1946; Loève, 1945). Then, it was found to be useful in the
study of turbulence in fluids (Lumley, 1970) and more recently as a
tool, in combination with Galerkin projection techniques, to
construct low-order dynamical models of very high-dimensional
systems whose attractors are believed to be restricted to a lower
dimensional space (Holmes et al., 1996). The systems to which the
technique has been applied range from fluid turbulence (e.g., Smith
et al., 2005) and atmospheric physics (e.g., Achatz and Opsteegh,
2003) to control theory (e.g., Rowley et al., 2001). The resulting
POD-Galerkin models have been proved to be successful in at least
some cases at capturing the most important features of specific
systems using a limited number of POD modes, sometimes called
empirical orthogonal functions (EOFs). This article is focused on
the analysis of an atmospheric dataset derived from simulations
with the UK-MGCM. In a forthcoming paper we will combine the
results presented here with the Galerkin projection of the primitive
equations to construct low-order dynamical models.
POD can be set to optimize either variance or other forms of
generalized energy depending on the definition of a norm to mea-
sure the space of states. The correlation or kinetic-energy (KE)
norm (used in statistical analysis of data and incompressible
homogeneous fluid studies) is one example. Another one, incorpo-
rating greater generality, is the total-energy (TE) norm. The
description of a stratified and/or compressible fluid requires not
only the velocity components but also one or more thermodynamic
variables. This is an example where the TE norm is useful since it
allows the incorporation of variables of different kinds in its defini-
tion. Atmospheric models constitute a second example where the
TE norm has been found to be an appropriate choice (Achatz and
Opsteegh, 2003; Whitehouse et al., 2005a). In agreement with this
findings, we use atmospheric TE as a norm in this study.

Assuming hydrostatic balance, atmospheric TE for an air col-
umn is given by

e ¼
Z 1

z0

q
1
2

v � vþ cvT þ gz
� �

dz; ð2Þ

where q is density, v is horizontal velocity, T is temperature, z is
height and z0 is topographic height. Also, cv ¼ 629 J kg�1 K�1 is the
heat capacity at constant volume and g ¼ 3:72 m s�2 is the acceler-
ation due to gravity. The first term in the integrand of Eq. 2 repre-
sents kinetic energy, while the second term represents internal
energy and the third one represents gravitational potential energy.
It can be shown that the last two terms can be written as atmo-
spheric total potential energy (TPE) plus a surface term (e.g. Hough-
ton, 2002)Z 1

z0

qðcvT þ gzÞdz ¼
Z ps

0

cp

g
Tdpþ 1

g
Usps; ð3Þ

where cp ¼ 820 J kg�1 K�1 is the heat capacity at constant pressure,
p is local pressure, US is geopotential height at the surface (topogra-
phy), and ps is surface pressure.

Since we want to express TE as a norm it is necessary to write it
as a quadratic form of the state variables. This can be achieved by
first non-dimensionalizing our equations. For this purpose, the
planetary radius a and the reciprocal rotation rate X�1ða ¼
3:3960� 106 m;X ¼ 7:088� 10�5 s�1Þ were used as length and
time scales, respectively. A complete list of non-dimensionalizing
factors is given in Table 2. With a non-dimensional version of equa-
tions and variables, we can now introduce the new variables
a ¼ ffiffiffiffiffi

ps
p

;l ¼ au; m ¼ av, and s ¼ a
ffiffiffi
T
p

, where u and v are the zonal
and meridional velocity components, respectively.

Thus, total atmospheric energy (assuming hydrostatic stability)
is given, in dimensionless form, by

E ¼
Z

A

1
2
l2 þ 1

2
m2 þ 1

j
s2 þUsa2

� �
dx; ð4Þ

where j ¼ R=cp and R ¼ 192 J kg�1 K�1 is the gas constant per unit
mass. Here, x represents the set of areographical coordinates,
namely k and / representing longitude and latitude, respectively,
while r ¼ p=ps acts as a terrain-following vertical coordinate.
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Hence, dx ¼ cos /d/dkdr is a volume element in areographical
coordinates. The integration is carried over the whole atmosphere.
The energy scale is E0 ¼ ða2XÞ2p0=g ¼ 89:82 EJð1 EJ ¼ 1018 JÞ.

Defining the state vector as w ¼ ðl; m; s;aÞT , Eq. 4 can be identi-
fied with a squared norm

E ¼ jjwjj2 ¼ ðw;wÞ: ð5Þ

This leads directly to the definition of the inner product as

ðwð1Þ;wð2ÞÞ ¼
Z

A

1
2
lð1Þlð2Þ þ 1

2
mð1Þmð2Þ þ 1

j
sð1Þsð2Þ þUSað1Það2Þ

� �
dx;

ð6Þ

where the superindices (1) and (2) just indicate two different states
and the surface pressure ps is assumed to be time-independent.

Thus, the EOFs are the solutions to the eigenvalue equation
(Berkooz et al., 1993)Z

A
Kðx; x0ÞEðx0Þ#ðkÞðx0Þdx0 ¼ KðkÞ#ðkÞðxÞ; ð7Þ

where KðkÞ and #ðkÞ play the role of the kth eigenvalue and eigen-
function, respectively. The energy matrix E is the weighting func-
tion in the definition of the inner product and can be expressed as
(cf. Eq. 6)

E ¼

1=2 0 0 0
0 1=2 0 0
0 0 1=j 0
0 0 0 US

0
BBB@

1
CCCA: ð8Þ

The kernel K is the correlation function defined in terms of the
elements of an ensemble of realizations of the system
S ¼ fwðkÞgM

k¼1 containing M elements. Thus, K is given by

Kðx; x0Þ ¼ hwðxÞwTðx0Þi; ð9Þ

where h�i denotes the average over S. In this study, S is given by
the UK-MGCM dataset described in Section 2.1 and, consequently,
the average over the ensemble of realizations is equivalent to a time
average over the period under analysis.

The state vector can be approximated by means of the finite
sum

wN ¼
XN

j¼1

aj#
ðjÞ: ð10Þ

The energy contained by the approximate state vector wN is, on
average, (Holmes et al., 1996)

hEiN ¼
XN

j¼1

KðjÞ: ð11Þ

The upper index N in Eqs. 10 and 11 indicates the order of the
approximation. It is possible to show that a decomposition in
terms of EOFs converges more rapidly than any other linear expan-
sion (Berkooz et al., 1993; Holmes et al., 1996). This energy content
is, therefore, the largest possible. The only part that remains to be
determined are the coefficients aj. By taking the inner product of
#ðkÞ and Eq. 10 we obtain

ak ¼ ð#ðkÞ;wÞ: ð12Þ

These time-dependent coefficients are called the principal com-
ponents (PCs) of w and contain all the information about the evo-
lution of the system.

Given that POD is based on variables that are products of our
original variables, their interpretation becomes a little cumber-
some. This disadvantage can be overcome by reconstructing the
state represented by the EOFs in the following manner. EOF1 lar-
gely represent a basic atmospheric state. Thus, the reconstruction
of the first mode will be based on the state given by

Wð1Þ ¼
ffiffiffiffiffiffiffiffiffi
Kð1Þ

p
#ð1Þ; ð13Þ

where Wð1Þ ¼ ðl̂; m̂; ŝ; âÞT . This state leads to the reconstructed fields

uð1Þ ¼ l̂
â

vð1Þ ¼ m̂
â

Tð1Þ ¼ ŝ2

â2
pð1Þs ¼ â2 ð14Þ

The states represented by EOFs of order k > 1 will be recon-
structed using the state given by

WðkÞ ¼ Wð1Þ þ
ffiffiffiffiffiffiffiffi
KðkÞ

p
#ðkÞ; ð15Þ

where WðkÞ ¼ ðlðkÞ; mðkÞ; sðkÞ;aðkÞÞT . This state leads to the recon-
structed fields

uðkÞ ¼ 1
â

lðkÞ � l̂
â

aðkÞ
� �

ð16Þ

vðkÞ ¼ 1
â

mðkÞ � m̂
â
aðkÞ

� �
ð17Þ

TðkÞ ¼ 2
ŝ
â

sðkÞ � ŝ
â
aðkÞ

� �
ð18Þ

pðkÞs ¼ 2âaðkÞ: ð19Þ

A point that deserves further comment is concerned with the
definition of TE in atmospheric dynamics. It can be argued that this
definition should be based on available potential energy (APE)
rather that TPE since APE is the only fraction of potential energy
available to be transformed into kinetic energy (Lorenz, 1955,
1960). However, APE is only well-defined over isentropic or baro-
tropic surfaces (Lorenz, 1955) which do not constitute terrain-fol-
lowing coordinate systems. The use of this kind of coordinate
systems is desirable due to the major role that the martian topog-
raphy plays in the dynamics of its atmosphere. The choice of TPE,
on the other hand, allows the use of the terrain-following sigma-
coordinates without major modifications. Nevertheless, we will
see in the following sections that the thermal field splits into
two parts. The first one is given by the first and most energetic
EOF. This part corresponds to the background potential energy,
unavailable to be transformed into kinetic energy. The second part
is given by higher order EOFs. This part is comparable with APE in
the sense that interactions between these EOFs correspond with
exchange of APE and KE.

3.2. Short-time Fourier analysis and tidal extraction

POD and the TE norm are useful for identifying the atmospheric
modes that contain most of the total energy in the atmosphere.
However, these modes lack a clear physical interpretation. In an at-
tempt to provide this interpretation, we intend to establish a rela-
tionship between the EOFs and tidal atmospheric motions. We
must recall at this point that POD is not explicitly designed to ex-
tract atmospheric tides. Instead, the tidal modes should be ex-
pected to appear distributed over more than one EOF.

In order to determine the distribution of tidal modes over
EOFs, it is useful to extract the tides (and other wave motions)
from the raw UK-MGCM dataset. This is done by means of a
new decomposition based on short-time Fourier analysis. The
method is an extended version of the method outlined by Lewis
and Barker (2005), which consists of a double Fourier transform
in longitude and time. Unlike Lewis and Barker (2005), who only
analyzed surface pressure along the equator, we performed this
analysis along every discrete latitudinal circle and height. Retain-
ing only the frequency n and wavenumber s of interest, an inverse
Fourier transform was applied to recover the tides over physical
grid points.



Table 3
MGCM leading EOF groups and characteristic periods. The characteristic periods are
given as open intervals. The corresponding frequencies were computed with a
resolution of 0.0111 sol�1.

Group Type EOFs Leading period (sol) Secondary period (sol)

1 Single 1 Seasonal
2 Pair 2, 4 Diurnal
3 Single 3 Seasonal Weak diurnal
4 Pair 5, 6 (3.52, 3.67) (3.15, 3.27)
5 Pair 7, 8 (4.38, 4.61) (3.99, 4.18)
6 Pair 9, 10 Semidiurnal
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This procedure was applied to horizontal velocity v and temper-
ature T. In order to have the three scalar components in the state
vector, the tidal component of l; m; s and a were then computed as

l0 ¼ âu0 þ l̂
â

a0; ð20Þ

m0 ¼ âv0 þ m̂
â
a0; ð21Þ

s0 ¼ â2

2bT T 0 þ ŝ
â
a0; ð22Þ

a0 ¼ 1
2â

p0s ð23Þ

where ð�Þ0 represents the tidal component of the respective variable,
and dð�Þ indicates the corresponding component in the basic state,
defined as the average projection of the UK-MGCM dataset over
the first and most energetic EOF given by Eq. 13.

Once tides and transient waves have been extracted, their dis-
tribution over N EOFs was computed as

Es;n
k ¼

1
Z
hðas;n

k Þ
2i; ð24Þ

where as;n
k ðtÞ ¼ ð#

ðkÞ;ws;nðtÞÞ is the projection of the wave component
with frequency n and wavenumber s, denoted as ws;nðtÞ, over the kth
EOF at time t and

Z ¼
XN

k¼1

hðas;n
k Þ

2

is a normalization factor where N as the number of retained EOFs.

4. Eigenspectrum

To begin the POD analysis of the UK-MGCM dataset, we look at
the empirical eigenspectrum based on total energy (TE). Fig. 4
shows the empirical eigenvalues for the autumn–winter transition
in the northern hemisphere. As expected, the first mode contains
by far the majority of the atmospheric TE on average, the energy
content decreasing as the EOF index increases.

The UK-MGCM eigenspectrum splits into several well-defined
groups of modes of comparable energy content. Using the diagram
in Fig. 4 and Fourier analysis, it is possible to characterize and clas-
sify these groups according to their energy and the dominant peri-
ods present in their corresponding principal component (PC) time
series. There are at least 32 groups as shown in Table 3. These
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Fig. 4. Eigenvalues obtained from POD of the UK Mars GCM.
include either one or two modes that share similar frequencies.
We can refer to the components of these groups as singlets and
doublets, respectively. A continuous tail starts with EOF41.

Singlets can be interpreted as non-periodic trends or standing
waves. The first and second singlets (EOF1 and EOF3) carry infor-
mation about the seasonal trend. When the seasonal trend is re-
moved, the second singlet reveals the influence of the diurnal
cycle. The ratios had

1i
2=k1 ¼ 9� 10�8 and had

3i
2=k3 ¼ 5� 10�2,

where ad
k is the projection of the diurnal tide on the kth EOF and

kk is the kth empirical eigenvalue, show the relative importance
of the diurnal cycle to each of these modes. This influence is much
more noticeable in PC3 than in PC1.

Doublets represent traveling waves. There are two special cases
which are characterized by a single period. These are the pairs
EOF2–4 and EOF9–10, characterized by a diurnal and semidiurnal
period, respectively, which seem to indicate a relation between
these groups and the diurnal and semidiurnal tides. Other pairs
can also be characterized by their secondary period.

Fig. 5 shows the normalized cumulative eddy TE (i.e. not includ-
ing the EOF1) for the UK-MGCM during the period analyzed. It was
normalized with respect to the average eddy TE in 1080 POD
modes. The first apparent characteristic is the rapid growth in
the first modes, reaching 80% with only 9 EOFs and 90% in 23 EOFs.
This small number of required modes is remarkable if we compare
it to the required modes to represent the terrestrial general circu-
lation. The number of required terrestrial modes vary depending
on the dataset that is taken as a basis for the POD analysis. For
example, the analysis of observed geopotential height at 700 hPa
for winter in the northern hemisphere in a band between 20�N
and 60�N shows that 17 modes are required for explaining 86% var-
iance and 36 modes explain 96% variance (Kimoto and Ghil, 1993).
These numbers are certainly very comparable to the results we are
7 Single 11 Seasonal
8 Single 12 (1.711, 1.744) (1.619, 1.648)
9 Single 13 (35.9, 59.9) (1.711, 1.744)
10 Single 14 Seasonal (1.619, 1.648)
11 Single 15 Seasonal
12 Single 16 (35.9, 59.9) (1.619, 1.648)
13 Single 17 (25.7, 59.9)
14 Pair 18, 19 (1.004, 1.015) (0.982, 0.993)
15 Single 20 (35.9, 59.9) (3.67, 3.82)
16 Single 21 Seasonal (25.7, 35.9)
17 Pair 22, 23 (1.779, 1.815) (1.679, 1.711)
18 Single 24 (25.7, 35.9) (2.85, 2.94)
19 Single 25 (1.372, 1.393) (1.116, 1.130)
20 Single 26 (1.116, 1.130) (35.9, 59.9)
21 Single 27 (35.9, 59.9) (19.9, 25.7)
22 Single 28 (3.99, 4.18) (2.95, 3.05)
23 Single 29 (25.7, 35.9) (3.67, 3.82)
24 Single 30 (2.76, 2.85) (1.744, 1.779)
25 Single 31 (1.852, 1.891) (1.116, 1.130)
26 Single 32 (3.15, 3.27) (6.20, 6.65)
27 Pair 33, 35 (0.501, 0.503) (0.495, 0.498)
28 Pair 34, 36 (0.332, 0.333) (0.501, 0.503)
29 Pair 37, 39 (0.501, 0.503) (0.332, 0.333)
30 Single 38 (0.332, 0.333) (19.97, 25.7)
31 Single 40 (19.97, 25.7) (1.744, 1.779)
32 Continuous P 41 Various Various
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Fig. 5. Cumulative energy in the UK Mars GCM normalized with respect to the total
energy in 1080 EOFs (without considering energy in the first EOF).
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presenting here for Mars. However, our study is closer in nature
and method to the work by Achatz and Branstator (1999) and
Achatz and Opsteegh (2003). Achatz and Branstator (1999) carried
out the simultaneous analysis of global streamfunction at 200 and
700 hPa from the Community Climate Model of the National Cen-
ter for Atmospheric Research (NCAR) for perpetual January using a
TE norm. They found a fairly flat spectrum and showed that as
many as 500 EOFs were needed to explain 90% TE (Achatz and
Branstator, 1999). This number is certainly very different even in
order of magnitude to that found in the present work. Achatz
and Opsteegh (2003) extended the study by Achatz and Branstator
(1999) by including the seasonal cyclone and a more complete
atmospheric state defined not only by streamfunction but, as in
our case, by horizontal velocity and the square root of potential
temperature. Interestingly enough the number of EOFs to explain
90% TE was again about 500 (Achatz and Opsteegh, 2003). This re-
sult was interpreted as an indication of the response of the terres-
trial atmosphere being dependent on the same set of EOFs
throughout the year. The significance of each of these relatively
low-order EOFs would vary depending on the season (Achatz
and Opsteegh, 2003).

Despite the different order of magnitude of the required num-
ber of EOFs to represent 90% TE on the Earth and Mars, the analysis
of the martian atmosphere by POD shows similar results as those
just described for the Earth in the sense that essentially the same
number of modes explain similar amount of total energy for differ-
ent times of the martian year. These modes might not be the same
as those presented here. Consider for example the transient baro-
clinic–barotropic activity which is active during winter in each
hemisphere. As we shall show in Section 5 some of the EOFs in
the present analysis are closely related to this transient wave activ-
ity in the model. The analysis of a similar period for winter in the
southern hemisphere would yield similar patterns in the opposite
hemisphere. Assuming that we actually need around 23 EOFs to
explain 90% TE in each season leads us to conjecture that approx-
imately 90 modes would be required throughout the martian year.
This number is still small when compared to the 500 EOFs needed
in the terrestrial case.

This result suggests that the region of phase space where the
UK-MGCM evolves can be represented by a few modes. This fea-
ture is due to the presence of the diurnal cycle which tends to
accumulate the energy in modes largely influenced by solar heat-
ing, in particular, EOF2–4 as we shall see in the next section.
5. EOFs and atmospheric motions

In this section, we consider some of the leading EOF groups, and
seek to identify them with some of the most important compo-
nents of atmospheric motion. The components to be considered in-
clude atmospheric tides and transient waves.

5.1. Diurnal tide

EOF2 and EOF4 constitute the second group, sharing a similar
structure and period. The corresponding principal components also
share a similar behavior, clearly showing the influence of the diur-
nal cycle. For example, we focus our attention first on EOF4 (Fig. 6).
This is essentially a zonal wavenumber-1 wave, stronger in the
southern hemisphere as expected, since the original dataset corre-
sponds to the transition from spring to summer in that hemisphere
(Wilson and Hamilton, 1996). The vertical structure of EOF4 is as
expected for a diurnal tide as well (cf. Wilson and Hamilton,
1996; Read and Lewis, 2004). The maximum amplitude is located
near the surface with a vertically propagating wavenumber-1 wave
above the equator. Away from the tropics, the wavenumber-1
wave is vertically trapped in the lower atmosphere.

The decomposition of the diurnal tide (n ¼ �1 sol�1 and s ¼ 1)
into a projection over the first 100 EOFs using the procedure out-
lined in Section 3.2 is shown in Fig. 7. As expected given the struc-
tural resemblance between EOF2–4 and the diurnal tide, the pair
EOF2–4 contains 90.5% of the tidal TE whereas EOF3 contains
4.6% TE and the next most energetic group, EOF18–19, contains
only 1.6%. In conclusion, the pair EOF2–4 is a good approximation
to the diurnal tide in the reduced space. Alternatively, we can say
that the diurnal tide is the most energetic atmospheric mode after
the background state, in the dataset under analysis.

5.2. Semidiurnal tide

The pair EOF9–10 consists of zonal wavenumber-2 waves
(Fig. 8a). Like the semidiurnal tide, which has a vertical wave-
length > 100 km (Zurek, 1981; Read and Lewis, 2004), the pair
EOF9–10 also has a long vertical wavelength (Fig. 8b). However,
the semidiurnal tide (n ¼ �2 sol�1 and s ¼ 2) is not quite as well
represented by only one EOF pair. Performing the same decompo-
sition analysis as for the diurnal tide case, we find that the pair
EOF9–10 indeed explains 93.0% TE in the semidiurnal tide
(Fig. 9). The second most energetic pair is the pair EOF33–35,
which contains 1.6% TE. The third most energetic pair in the semi-
diurnal decomposition is the pair EOF5–6 which explains 1.1% TE.
This is still significant, especially since the pair EOF5–6 are more
energetic than EOFs 9–10 when the full atmospheric motion is con-
sidered. In other words, the importance of EOF5–6 for representing
the semidiurnal tide is hidden by the strong transient component
in the same EOF pair.

The amplitude of the pair EOF j—k can be defined as

Aj—k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

j þ a2
k

q
; ð25Þ

where aj is the jth principal component. Plotting this diagnostic as
a function of time can help to visualize the contribution of the
waves to a certain motion. Thus, Fig. 10 shows that indeed the
contribution of EOF5–6 to the semidiurnal tide is still significant
when compared to the contribution from EOF9–10. However, this
signature is weak compared with the already reported maxima for
EOF5–6 in their PC time series at periods of 3.6 and 3.2 sols (cf.
Table 3). This case reveals the nature of the EOFs as combinations
of waves that can be further separated by means of appropriate
techniques. This topic will be revisited in Section 5.4 where
transient baroclinic waves are analyzed by projection onto the



Fig. 6. Temperature in EOF4 (in K): (a) Longitude–latitude map at r ¼ 0:8ðz ’ 1:8 km above the planetary surface) (gray contours represent topography); (b) latitude–
altitude section at 150�E, and longitude–altitude sections (c) at the equator and (d) 35�S.
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Fig. 7. Mean diurnal tide decomposition over 100 EOFs (showing only the first 60).
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EOF basis. EOF5–6 also contributes to the diurnal tide’s energy.
However, in this case this pair is relatively unimportant to repre-
sent the diurnal tide as we have already seen in the previous
section.
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As an additional comment to the decomposition of the diurnal
and semidiurnal tide, we must mention, for example, the case of
pair EOF9–10 whose components appear to explain different
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Fig. 9. Mean semidiurnal tide decomposition o
amounts of TE in the diurnal tide decomposition (Fig. 7). EOF9
and EOF10 are conjugated in the sense that they together can rep-
resent travelling waves of zonal wavenumber-2. However, the dif-
ference in TE in the components of this pair indicates that such a
wave is not a component of the diurnal tide. Therefore, these EOFs
behave independently like high-order perturbations which, in this
sense, are unessential for the description of the semidiurnal tide.
Similarly, a zonal wavenumber-1 wave with the characteristics gi-
ven by the pair EOF2–4 is not a component of the semidiurnal tide.
From this point of view we can considered that POD did a remark-
able job in the separation of the diurnal and semidiurnal compo-
nents of the martian thermal tides. This result is robust in the
sense that this has been the case in the analysis of other times of
the martian year by these methods.

5.3. Diurnal resonant Kelvin and wavenumber-3 waves

As discussed in Section 2.1.2, the interaction between the diur-
nal tide and the topography, dominated by a zonal wavenumber-2
pattern, gives rise to different waves among which the diurnal res-
onant Kelvin and the zonal wavenumber-3 waves are the most effi-
ciently excited. The diurnal resonant Kelvin wave is a zonal
wavenumber-1 wave which propagates eastwards with period of
1 sol. The second wave that arises from the interaction of the diur-
30 40 50 60
 index, k

ver 100 EOFs (showing only the first 60).
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nal tide with topography is a zonal wavenumber-3 mode which
propagates westwards also with period of 1 sol.

The decomposition of the diurnal Kelvin wave (n ¼ 1 sol�1 and
s ¼ 1) over 100 EOFs is shown in Fig. 11a. This mode is distributed
among several modes, most of them characterized by diurnal or
nearly diurnal frequencies. The most important modes are EOF2,
3, 4, 10 and EOF18–19. Together this set of modes explains 79%
TE. The rest is distributed over various modes without clear local-
ized energy peaks. Note that even though EOF2–4 explain a large
TE in this wave, the components seem to explain a different
amount of TE each. On the other hand, the diurnal wavenumber-
3 wave (n ¼ �1 sol�1 and s ¼ 3) shows clear peaks over the pairs
EOF18–19 (representing 27.6% TE) and EOF2–4 (representing
26.8% TE), already identified with westward-traveling waves with
a dominant period of 1 (or nearly 1) sol (Fig. 11b).

5.4. Non-tidal transient waves

Generally, transient waves arise as a consequence of mixed
barotropic and baroclinic instabilities and, as for the Earth, they
are responsible for much of the energy transport polewards from
the equator. These waves are not typically characterized by a def-
inite wavenumber or period. Hence, the separation of these waves
by means of a double Fourier transform in space and time is not as
clear as in the case of tidal components. Fig. 12 shows an attempt
to extract projections of transient waves from the UK-MGCM data-
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Fig. 11. Mean distribution over 100 EOFs (showing only the first 60) of (a) the diu
set onto the EOFs by subtracting the tides from the complete fields.
From this figure we can see that the most important contribution
comes from the pairs EOF5–6 and EOF7–8, representing 45.2%
and 11.5% TE, respectively. EOF1 also represents an important part
of the transient activity (8.0% TE) reflecting the seasonal growth of
these waves during the analyzed period.

EOF5–6, with a leading period of 3.6 sol and a secondary period
of 3.2 sol, comprises disturbances that resemble baroclinic waves.
These waves were expected since the season under analysis corre-
sponds to an active period of baroclinic activity in the northern
hemisphere (typically from late autumn to early spring in each
hemisphere; Read and Lewis, 2004). Fig. 13 shows contours of ver-
tical velocity w and superimposed vectors of horizontal velocity.
This figure shows that air masses moving northwards go upwards
whereas air masses moving towards the equator go downwards.
This structure is maintained from the surface up to an altitude of
about 70 km. However, the vertical velocity field is perturbed by
breaking gravity waves at altitudes above 40 km (Fig. 14). As we
have seen in Section 5.2, the structure that rises to higher altitudes
might also be part of the semidiurnal wave that appears as a sec-
ondary component of EOF5–6 with a period of 0.5 sols.

Fig. 15 shows a longitude–latitude map and a longitude–verti-
cal section of EOF7 as representative of the pair EOF7–8. This pair
consists of a wavenumber-1 traveling wave with characteristics of
a baroclinic wave located around 70�N. In fact, the structure of this
wave is similar to that of the pair EOF2–4. The sloping convective
30 40 50 60
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rnal Kelvin wave and (b) westward propagating diurnal wavenumber-3 wave.
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structure is maintained up to an altitude of 30 km whereas the
thermal wave reaches heights up to 60 km at 70�N and almost
70 km at around 80�N.

The amplitude evolution of each of the waves described by the
EOF5–6 and EOF7–8, computed using Eq. 25, is shown in Fig. 16.
Also shown is the contribution of the pair EOF2–4 to the transient
motion (i.e. once thermotidal motions have been removed). Unlike
the diurnal and semidiurnal tides that are fairly constant (not
shown here), these two transient waves exhibit large variations
along the period under study. In general EOF5–6 dominates over
EOF7–8 apart from the short intervals between the lines A and B
and C and D where the amplitude of the latter is slightly larger
than that of EOF5–6.

6. Discussion and conclusions

Through the identification of the most energetic EOFs and
examining the atmospheric motions represented by them, we have
achieved a clearer physical interpretation of the coherent struc-
tures represented by these EOFs. In particular, we have shown that
the leading EOFs can be regarded as actual representations of those
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atmospheric motions known to be primary components of the gen-
eral circulation on Mars, namely thermal tides and baroclinic–
barotropic transient waves (e.g., Read and Lewis, 2004).

Fig. 17 shows together the mean decompositions of the differ-
ent kinds of motions analyzed in Section 5. The black solid line rep-
resents the eigenvalues obtained from POD. Recall that these
represent the average TE represented by each EOF. The relative
contribution due to the different types of wave motion can be in-
ferred from this figure as well. The average TE explained by the
first and third EOFs is, as mentioned before, due mainly to the
background state, while the average TE comprised by the rest of
the modes is due to either tidal motion or transient waves. The
atmospheric tides that have a significant contribution towards TE
are the diurnal tide (EOF2–4 and EOF18–19) and the semidiurnal
tide (EOF9–10). Nevertheless, transient waves are responsible for
a non-negligible amount of TE for every mode, even for those
where the diurnal and semidiurnal tides play the leading role. This
is a clear indication of a strong relationship between thermal tides
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Fig. 16. Amplitude evolution of the pairs EOF5–6 and EOF7–8 in the transient wave
decomposition. Also included is amplitude evolution of the transient component in
the pair EOF2–4.
and transient baroclinic waves, a conclusion that is supported by
previous studies, where the diurnal cycle has been shown to play
an important role for the stability of baroclinic waves (Collins
et al., 1996).

On the other hand, the diurnal resonant Kelvin wave and the
wavenumber-3 wave account for an amount of TE that is approxi-
mately two orders of magnitude less than the amount explained by
transient waves. This result could suggest that these waves are less
significant in the global context from the energy point of view at
this time of the year. However, there are studies which suggest
that these waves can play an important role for the development
of both local and global phenomena close to the autumn equinox
(Lewis and Barker, 2005; Montabone et al., 2008).
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Fig. 17. Mean distribution of tidal and non-tidal atmospheric motions over 40 EOFs.



−0.1
0

0.1

−0.1−0.0500.050.1
−0.1

−0.05

0

0.05

0.1

a3
d

a5
tr

a 6tr

Fig. 18. Phase portrait of the transient component in EOF5–6 and the diurnal
component in EOF4.

O. Martínez-Alvarado et al. / Icarus 204 (2009) 48–62 61
Fig. 17 provides an alternative tool for deciding what modes
should be retained when constructing a low-order model. For in-
stance, it shows that the diurnal pair EOF2–4 explains about the
same amount of TE as the transient pair EOF5–6. A dynamical
interpretation of these observations can be obtained by looking
at the phase portraits described by these modes. Figs. 18 and 19
shows the phase portrait of the transient component in EOF5–6
and the diurnal component in EOF2–4. This subsystem evolves
over a perturbed torus and, thus, shows features of a quasiperiodic
system with at least two intrinsic frequencies given by the diurnal
cycle and the characteristic frequency of the transient waves. Fur-
thermore, constructing a phase portrait with the amplitudes of the
transient component in EOF5–6 and EOF7–8 and the diurnal com-
ponent of PC-4 we find the characteristic two-centered phase por-
trait described in earlier works (Collins et al., 1996; Read et al.,
1998). This might be a further indication of a relationship between
thermal tides and transient baroclinic activity. However, this
would need to be confirmed, for example, by constructing a
dynamical system including these modes and evaluating their ac-
tual interaction.

This work is comparable, though not directly, to the work by
Martínez-Alvarado et al. (2005). Following the analysis by White-
house et al. (2005a) on the SGCM, Martínez-Alvarado et al.
(2005) carried out a decomposition of the same UK-MGCM dataset
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Fig. 19. Phase portrait of the transient component amplitude in the pairs EOF5–6
and EOF7–8 and the diurnal component in PC-4. The two centers of evolution are
labeled with the letters A and B.
in vertical and horizontal modes, using the quasi-geostrophic ver-
tical structure equation, respectively. The norm employed in POD
was a TE norm, although it was defined as the sum of KE and
APE, rather than total PE, as in the present study. Despite these dif-
ferences in the method, the results are similar, especially when
considering the structure of the first ten modes comprising ther-
mal tides and baroclinic waves. In Martínez-Alvarado et al.
(2005), EOF1 and EOF2 were characterized by a diurnal period cor-
responding to EOF2 and EOF4 in the present study. Furthermore,
their EOF2 and EOF4 mainly corresponded to transient waves as
EOF5 and EOF6 do in this work. The apparent shift in order is sim-
ply due to the fact that in Martínez-Alvarado et al. (2005) the fields
were separated into zonal (axisymmetric) and eddy parts.

So far we have shown that a dataset of atmospheric variables
extracted from the UK-MGCM can be represented to a certain level
of accuracy by a few leading EOFs. We have also shown that these
leading EOFs represent the waves that have previously been iden-
tified as main components of the martian general circulation. How-
ever, we know that the response of the model to solar forcing and
baroclinic/barotropic instabilities are not exactly the same as that
of the actual martian atmosphere. Therefore, the question of how
these results relate to the actual behavior of Mars’ atmosphere re-
mains open. A possible way forward is the use of the methods pre-
sented in this article to the output of data assimilation for the
martian atmosphere (Lewis et al., 2007). A further hypothesis yet
to be tested is whether the dynamical interaction of these few EOFs
alone is able to produce a realistic evolution resembling the actual
dynamics of the martian atmosphere. We shall explore this
hypothesis in a forthcoming paper.

It is appropriate here to point out that the modes are not ex-
pected to be invariant with respect to the dataset used in their der-
ivation. Instead, a different set of EOFs is likely to be extracted
from a different dataset corresponding not only to different sea-
sons but also to the same period over different conditions, for
example, under different dust loadings. The extreme case would
be the study of planet-encircling dust storms which occur from
time to time on Mars and are know to have an important impact
over the thermal tides (Lewis and Barker, 2005). Indeed, the
authors have started the analysis of this case finding that again
the number of EOFs needed to give an accurate representation of
the atmospheric state in terms of energy is similar to the number
presented here. The patterns represented by these EOFs are altered
by the sudden load of dust. This, however, is beyond the scope of
the present paper.
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