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We have produced a multiannual climatology of airborne dust from martian year 24–31 using multiple
datasets of retrieved or estimated column optical depths. The datasets are based on observations of the
martian atmosphere from April 1999 to July 2013 made by different orbiting instruments: the Thermal
Emission Spectrometer (TES) aboard Mars Global Surveyor, the Thermal Emission Imaging System (THE-
MIS) aboard Mars Odyssey, and the Mars Climate Sounder (MCS) aboard Mars Reconnaissance Orbiter
(MRO). The procedure we have adopted consists of gridding the available retrievals of column dust opti-
cal depth (CDOD) from TES and THEMIS nadir observations, as well as the estimates of this quantity from
MCS limb observations. Our gridding method calculates averages and uncertainties on a regularly spaced
spatio-temporal grid, using an iterative procedure that is weighted in space, time, and retrieval quality.
The lack of observations at certain times and locations introduces missing grid points in the maps, which
therefore may result in irregularly gridded (i.e. incomplete) fields. In order to evaluate the strengths and
weaknesses of the resulting gridded maps, we compare with independent observations of CDOD by Pan-
Cam cameras and Mini-TES spectrometers aboard the Mars Exploration Rovers ‘‘Spirit’’ and ‘‘Opportuni-
ty’’, by the Surface Stereo Imager aboard the Phoenix lander, and by the Compact Reconnaissance Imaging
Spectrometer for Mars aboard MRO. We have statistically analyzed the irregularly gridded maps to pro-
vide an overview of the dust climatology on Mars over eight years, specifically in relation to its intersea-
sonal and interannual variability, in addition to provide a basis for instrument intercomparison. Finally,
we have produced regularly gridded maps of CDOD by spatially interpolating the irregularly gridded
maps using a kriging method. These complete maps are used as dust scenarios in the Mars Climate Data-
base (MCD) version 5, and are useful in many modeling applications. The two datasets for the eight avail-
able martian years are publicly available and distributed with open access on the MCD website.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

The dust cycle is currently considered to be the key process
controlling the variability of the martian climate at seasonal and
interannual time scales, as well as the weather variability at much
shorter time scales. The atmospheric thermal and dynamical
structures, and the transport of aerosols and chemical species,
are all strongly dependent on the dust spatio-temporal distribu-
tion, particle sizes, and optical properties.

After the first systematic observations of a planet-encircling
dust storm by ground-based telescopes in the late 1950s, the study
of dust has been one of the main objectives of many spacecraft
missions to Mars over more than 40 years. Recent and ongoing
missions, such as Mars Global Surveyor (MGS), Mars Odyssey
(ODY), Mars Express, Mars Exploration Rover (MER), Mars Recon-
naissance Orbiter (MRO), Phoenix, and Mars Science Laboratory,
have included spectrometers, radiometers, imagers, cameras, and
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one LIDAR to measure radiances at wavelengths sensitive to dust.
See Smith (2008) for an extensive review of spacecraft instruments
sensitive to dust prior to the Surface Stereo Imager (SSI) and the
LIDAR aboard the Phoenix lander (Smith et al., 2008), and the
Mastcam camera aboard the Mars Science Laboratory rover
(Grotzinger et al., 2012).

One of the key physical parameters used to quantify the pres-
ence and spatial distribution of mineral dust in the atmosphere
is the vertically-integrated, or column, optical depth (also called
optical thickness). It is related to how much radiation at a
specific wavelength would be removed from the vertical compo-
nent of a beam during its path through the atmosphere by
absorption and scattering (i.e. extinction) due to airborne dust.
The column optical depth is the product of dust retrievals when
the radiance observations are obtained by nadir-viewing instru-
ments. Vertical profiles of extinction opacity (or extinction
coefficient) can be derived from radiances measured by limb-
viewing instruments, providing important information on the
vertical extension of the dust. Although relative variations of
optical depth can be readily obtained from remote observations,
absolute values are much trickier to obtain because they require
accurate knowledge of important properties related to dust, such
as the particle size distribution and the optical parameters.
These properties are difficult to retrieve from direct measure-
ments of radiances (Clancy et al., 2003; Wolff and Clancy,
2003; Wolff et al., 2006, 2009).

Dust climatology is a terminology generally adopted to indicate
dust data (e.g. observed horizontal and vertical distributions) that
characterize specific times and locations, but can be assumed as
valid at other times and locations in a statistical sense. Because
there are relatively few observations of dust on Mars, which do
not cover all times and locations, the use of dust climatologies as
‘‘dust scenarios’’ is common practice in modeling studies of the
martian atmosphere. Dust climatologies are also commonly used
as input values for atmospheric species and surface quantity retrie-
vals, e.g. atmospheric ozone (Clancy et al., 2014), surface albedo
(Vincendon et al., 2014), and surface thermal inertia (Putzig and
Mellon, 2007), to cite only a few.

The choice of dust scenarios has a significant impact on martian
model simulations. The knowledge of the dust spatio-temporal dis-
tribution is essential to produce quantitative estimates of dust
mass mixing ratios, and calculate the atmospheric heating rates
due to absorption and scattering of solar and infrared (IR) radiation
by airborne particles. These calculations are the basis for describ-
ing the thermal forcing in Mars atmospheric models, such as global
climate models (GCM), and producing accurate predictions of the
atmospheric state. Model studies have often been carried out with
analytical specifications of dust distributions, both in the horizon-
tal and in the vertical (see e.g. Forget et al., 1999; Montmessin
et al., 2004; Kuroda et al., 2008). More recently, modeling groups
have been carrying out simulations with more realistic horizontal
dust distributions, tied to TES observations. A non-exhaustive list
of examples includes Guzewich et al. (2013a), Wang and
Richardson (2015), Kavulich et al. (2013), Greybush et al. (2012),
Madeleine et al. (2011, 2012). Steele et al. (2014b) use an horizon-
tal dust distribution derived from MCS observations in martian
year (MY) 30, which is an early version of the MY 30 dust scenario
presented in this paper.

We propose in this paper to create a well-documented, multian-
nual, 2D dust climatology of the column dust optical depth (CDOD),
as well as a set of dust scenarios to be used in model experiments.
Although we focus our attention on the column-integrated dust
distribution, it should be noted that the spatial variation of the ver-
tical distribution of dust also plays a significant role in thermal
response (see e.g. Guzewich et al., 2013a). There are a number of
approaches to represent this vertical structure (e.g. Madeleine
et al., 2011; Greybush et al., 2012), all of which are based on the
constraint of observed dust optical depths.

To date, there exist several datasets of retrieved CDOD for Mars,
spanning more than 20 martian years since the Mariner era (e.g.
Fenton et al., 1997). These datasets are highly heterogeneous, as
they have been created using data from different instruments hav-
ing different geometric views, spatial and temporal coverage, as
well as different observing wavelengths. Nonetheless, we show
in this paper that at least some of these datasets can be appropri-
ately used to quantitatively reconstruct the recent dust clima-
tology on Mars, and characterize the variability over many
seasonal cycles. This paper seeks to produce a continuous, multian-
nual climatology of CDOD from early March 1999 (solar longitude
Ls � 104� in MY 24) to the end of July 2013 (Ls ¼ 360� in MY 31).
During this period of time, the Thermal Emission Spectrometer
(TES, Christensen et al., 2001) aboard MGS, the Thermal Emission
Imaging System (THEMIS, Christensen et al., 2004) on ODY, and
the Mars Climate Sounder (MCS, McCleese et al., 2007) on MRO
provided global coverage of radiance observations at IR wave-
lengths, from which Smith et al. (2003), Smith (2004, 2009),
Kleinböhl et al. (2009) obtained direct retrievals of CDOD or esti-
mates of this quantity from the integrated extinction profiles.

While images from orbiting spacecraft can provide informa-
tion over large areas on the planet at any given time, observa-
tions of IR radiances from orbiting instruments have a very
discrete coverage in longitude and local time due to the choice
of orbit geometry. MGS and MRO, for instance, have Sun-syn-
chronous, nearly 2-h polar orbits, which provide good latitude
coverage but only sample about a dozen longitudes per day, usu-
ally at close to two fixed local times except when crossing the
poles. Because dust storms on Mars have a wide range of spatial
and temporal scales (Cantor, 2007; Wang et al., 2003, 2005), the-
se discrete observations can affect the space–time representation
of dust storm activity. Extrapolating the data collected along
orbit tracks to a broader range of local time and longitude intro-
duces even more biases. Global maps produced using simple
average binning may alter the representation of rapidly evolving
dust distribution.

We have developed a gridding methodology that is specifically
adapted to heterogeneous observations, and to the discrete longi-
tudinal/temporal coverage typical of spacecraft data acquisition.
The ultimate objective is to produce regularly gridded maps of
absorption CDOD at 9.3 lm for several consecutive martian years
(dust optical depth in absorption is less dependent on the particle
size than in extinction). To achieve this goal, we have adopted a
two-step procedure. The first step consists in iteratively calculating
averages of observations and related uncertainties on a regularly
spaced spatio-temporal grid, after having binned the data using
time windows of different size, and applied appropriate weighting
functions in space, time, and retrieval quality at each iteration. The
lack of observations at certain times and locations introduces miss-
ing grid points in the maps, which are therefore likely to result as
incomplete, or irregularly gridded. We have used this first product
to statistically study the dust variability over almost eight com-
plete martian years. The second step consists in producing regular
maps of CDOD by spatially interpolating and/or extrapolating the
irregularly gridded maps, using a kriging method (see e.g. Journel
and Huijbregts, 1978, for a general introduction on the technique).
This multiannual series of complete maps of CDOD is used for the
dust scenarios in the GCM simulations that produce the current
version of the Mars Climate Database (MCD version 5, Millour
et al., 2014).

We provide open access to both the irregularly gridded and
regularly kriged datasets, to foster scientific analyses and applications
of the long-term martian dust climatology. The most up-to-date
version of these products (currently v2.0) can be downloaded in
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the form of NetCDF files from the MCD project website,1 hosted by
the Laboratoire de Météorologie Dynamique (LMD) in Paris, France.
We also provide animations of the multiannual products as supple-
mentary material to this publication. These quantitative datasets have
a qualitative counterpart in the multiannual visible dust climatology
dataset described in Wang and Richardson (2015), based on images
taken by the Mars Orbiter Camera (MOC) aboard MGS and the Mars
Color Imager (MARCI) aboard MRO.2

The outline of this paper is the following. Section 2 describes
the instruments and data we have used to produce the dust clima-
tology. We provide details of the time coverage, data quality con-
trol, processing, and uncertainties. In Section 3 we introduce the
iterative weighted binning methodology we have adopted to create
irregularly gridded CDOD maps from the spacecraft observations.
Section 4 is devoted to the discussion of the internal validation
of the gridded maps, as well as their validation with independent
observations. We report in Section 5 on the statistical analysis of
the dust climatology, in relation to the interseasonal and interan-
nual variabilities. In Section 6 we discuss the assumptions we have
made and the kriging technique we have applied, with the purpose
of producing regularly gridded (i.e. complete) maps to be used as
dust scenarios. A summary is outlined in Section 7, including a dis-
cussion on future developments.

2. Spacecraft, instruments and observations

Mars Global Surveyor started its science mapping phase in
March 1999 (Ls � 104�, MY 24), after a lengthy period of aerobrak-
ing during which its orbit was very elliptical (with orbit period
much longer than the nominal 2-h mapping phase orbit). MGS
stopped working properly in November 2006, and the mission
was officially ended in January 2007. Mars Odyssey started its
mapping phase in February 2002 (Ls � 330�, MY 25) and is still cur-
rently working (as of October 2014). It is the longest running
spacecraft orbiting an extra-terrestrial planet to date. Mars Recon-
naissance Orbiter started its mapping phase in November 2006
(Ls � 128�, MY 28) and, although it encountered a few problems
that kept it in safe mode for an extended period at the end of
2009, is operating nominally at the time of writing. The Mars
Exploration Rovers ‘‘Spirit’’ and ‘‘Opportunity’’ started their mis-
sions on Mars respectively on January 4, 2004 (Ls � 328�, MY 26)
in Gusev crater, and January 25, 2004 in Meridiani Planum
(Ls � 339�, MY 26). Spirit ceased communications with Earth in
March 2010 (Ls � 67�, MY 30), whereas Opportunity is still active
on the surface of the planet (as of October 2014). The Phoenix lan-
der started its short mission in the so-called ‘‘Green Valley’’ site
within Vastitas Borealis on May 25, 2008 (Ls � 76�, MY 29), and
officially ended it on November 10, 2008 (Ls � 155�, MY 29).

For the purpose of building the dust climatology described in
this paper, we have used CDOD retrievals and estimates obtained
from the following instruments observing at IR wavelengths:

� TES aboard MGS, from Ls ¼ 103:6� in MY 24 to Ls ¼ 82:5� in MY
27. After this date, the number and quality of TES observations
rapidly decreased (August 2004). Absorption CDODs (scattering
is not modeled) are retrieved from nadir observations, and val-
ues reported at a reference wavelength of 1075 cm�1, or 9.3 lm
(Smith, 2004). Local times are narrowly centered around
14:00 h at most latitudes, except when the orbit crosses high
latitudes.
1 The URL to access the website is: http://www-mars.lmd.jussieu.fr/.
2 See also regular weather reports for MOC at http://www.msss.com/mars_

images/moc/weather_reports/ and for MARCI at http://www.msss.com/msss_im-
ages/latest_weather.html.
� THEMIS aboard ODY, from Ls ¼ 0� in MY 26 (we did not use
observations taken at the end of MY 25) to Ls ¼ 360� in MY 31
(observations are still available after this date). Absorption
CDODs are retrieved from nadir observations, and values report-
ed at a reference wavelengths of 1075 cm�1, or 9.3 lm, as for TES
(Smith et al., 2003; Smith, 2009). Local times are between 14:30
and 18:00 h at most latitudes equatorward of ±60�.
� MCS aboard MRO, from Ls ¼ 111:3� in MY 28 to Ls ¼ 360� in MY

31 (observations are still available after this date). MCS was
switched on in September 2006 before the official beginning
of MRO primary science phase, but had a long period in MY
28 (between February 9 and June 14, 2007) during which a
mechanical problem preventing the use of its elevation actuator
forced the team to keep it in limb-staring mode. The event pre-
cluded any nadir or off-nadir observation during this period,
with the effect of limiting the vertical extension of the retrieved
profiles – including those of extinction opacity – in the lower
part of the atmosphere. Since October 9, 2007, off-nadir mea-
surements with surface incidence angles between about 60�

and 70� have resumed with nearly every limb sequence, but
for retrievals of aerosol extinction opacities only limb views
are currently used. Kleinböhl et al. (2009) obtained profiles of
dust extinction opacity from limb observations at wavelengths
centered around 463 cm�1 (21.6 lm) as standard MCS product.
In this paper we have used estimates of CDOD from the limb
observations, as described in Section 2.1.2. Local times are cen-
tered around 03:00 and 15:00 h at most latitudes, except when
the orbit crosses the polar regions. Since September 13, 2010
(Ls ¼ 146�, MY 30) MCS has also been able to observe cross-
track, thus providing information in a range of local times at
selected positions during the MRO orbits (Kleinböhl et al.,
2013). We include these cross-track observations in our grid-
ding, when available.
For the purpose of validating the gridded maps with indepen-
dent observations, we have used retrievals of near-IR and IR CDOD
from the following instruments:

� PanCam cameras (Bell et al., 2003) aboard MER-A ‘‘Spirit’’ and
MER-B ‘‘Opportunity’’, respectively from Ls � 328� and
Ls � 339� in MY 26. Spirit PanCam stopped providing measure-
ments after Ls � 67� in MY 30. Lemmon et al. (2015) have
retrieved CDOD from upward-looking observations at wave-
lengths centered around 880 nm (near IR) and 440 nm (visible
blue). In this work we use only retrievals at 880 nm. There are
no significant differences between the values provided at the
two wavelengths.
� Mini-TES (Christensen et al., 2003) aboard MER ‘‘Spirit’’ and

‘‘Opportunity’’, starting from the same times as PanCam cam-
eras until Ls � 191� (Spirit) and Ls � 269� (Opportunity) in MY
28. After Ls � 269� the detectors were covered by dust from
the MY 28 planet-encircling dust storm and became unreliable.
Smith et al. (2006) have retrieved CDOD from upward-looking
observations at IR wavelengths centered around 1075 cm�1

(9.3 lm).
� CRISM (Murchie et al., 2007) aboard MRO, from Ls � 133� in MY

28 until Ls ¼ 360� in MY 30. CDOD retrievals have been
obtained from nadir observations at wavelengths centered
around 900 nm (Wolff et al., 2009). Although there are CRISM
observations available after Ls ¼ 360� in MY 30, we do not use
these observations in the present work because an issue of trun-
cated EPFs in MY 31 requires further investigation.
� SSI (Smith et al., 2008) aboard Phoenix lander, from Ls ¼ 78:0�

until Ls ¼ 148:6� in MY 29. Lemmon et al. (2008) have retrieved
CDOD from upward-looking observations at wavelengths cen-
tered around 887 nm (near-IR).

http://www-mars.lmd.jussieu.fr/
http://www.msss.com/mars_images/moc/weather_reports/
http://www.msss.com/mars_images/moc/weather_reports/
http://www.msss.com/msss_images/latest_weather.html
http://www.msss.com/msss_images/latest_weather.html
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Fig. 1 shows a summary of the time periods for which observa-
tions from the above mentioned instruments are available, togeth-
er with the time limits within which we have used them in this
paper.

In addition to CDOD data, we have also used visible wide-angle
images from MGS/MOC (Malin et al., 2010), and visible images
from MRO/MARCI (Bell et al., 2009). The main purpose is to com-
pare the evolution of selected dust storms in the reconstructed
CDOD maps to the evolution that can be appreciated in high-
resolution camera images of the martian surface.

2.1. Data quality control

Before using the CDOD retrievals from the different instru-
ments, we have checked the values against quality control criteria
to eliminate unreliable data.

For all datasets, negative values are only allowed if the sum of
the value and the associated uncertainty (see Section 2.3) is non-
negative. Although a single negative measurement – in this specific
case a ‘measurement’ corresponds to a ‘retrieval’ – can be consid-
ered unphysical, the weight of negative measurements must be
taken into account in statistical calculations to prevent biases
towards large opacity values. It is anticipated that both the gridded
values described in Section 3 and the interpolated ones described
in Section 6 are only accepted if they are positive, otherwise they
are replaced by a minimum positive value of 0.01 (IR absorption
CDOD at 9.3 lm), which is compatible with the background noise.

For specific datasets, we have considered the quality control cri-
teria described below. We show in Figs. 2 and 3 the number of
CDOD retrievals used in the present work, as a function of year,
latitude, and season.

2.1.1. TES and THEMIS
For TES, we have retained CDOD observations that are flagged as

‘‘good quality’’ by the TES team in the NASA Planetary Data System
release, and have passed additional quality control criteria.
Specifically, we require that the surface temperature is greater
than 220 K (Smith, 2004), the difference between surface tem-
perature and atmospheric temperature at the lowest available
pressure level is greater than 5 K, the radiance fit residual is lower
than 20, the opacity of the carbon dioxide hot bands is between
�0.01 and 0.05, and the water ice opacity is greater than �0.05
(the negative value threshold is constrained by the uncertainty).
The surface temperature threshold ensures a good signal-to-noise
ratio, whereas the threshold on the temperature difference
Fig. 1. A summary of the time coverage of all instruments used in this work, and the time
periods when observations from that particular instrument are available but either there
of the references to color in this figure legend, the reader is referred to the web version
between surface and atmosphere prevents unreliable retrievals
when the temperature contrast is too small. The latter case is par-
ticularly valid during high dust loading conditions, as showed by
results from the Geophysical Fluid Dynamics Laboratory GCM
(GFDL-GCM) and comparison with MOC images during the 2001
planet-encircling dust storm (Wilson et al., 2008). With this choice
of quality control criteria, retrievals are effectively limited to day-
time conditions over ice-free surfaces, and their number may be
reduced during intense dust storms, and at the edge of the polar
night (see Figs. 2 and 3). Future versions of the gridded maps could
benefit from the introduction of recently retrieved nightside TES
CDODs (Pankine et al., 2013).

THEMIS CDOD retrievals include several ‘‘framelets’’ in the same
‘‘image’’, i.e. several values within the same stripe of observations.
Only the last framelet of each image is properly calibrated, but in this
study we have considered all available framelets to increase the
number of THEMIS observations, especially in MY 27 after
Ls ¼ 82:5�when we use no other observations. We associate a slight-
ly larger uncertainty with non-calibrated framelets, as explained in
Section 2.3. For quality control purposes, we have retained CDOD
values when the rms residual from the aerosol opacity fit is lower
than 0.4, and the surface temperature is greater than 210 K.

2.1.2. MCS
MCS observes the atmosphere in limb and off-nadir modes,

which has the advantage of allowing the retrieval of vertical pro-
files of temperature and aerosols, but has the disadvantage of not
being able to observe the first few kilometres above the ground
(depending on the angle of observation). In order to estimate the
column optical depth for aerosol dust, the MCS team has integrated
the full profile of dust extinction opacity produced by the retrieval
algorithm – we use version v4.3 in this work – during a successful
limb retrieval. The profile is extended upward and downward
under the assumption of well mixed dust, based on the last valid
value. The standard retrieved dust profile is often truncated when
regions have measured radiances that are not fit by the forward
radiative model within defined thresholds in dust, water ice or
temperature. In the upper levels, the minimum extinction coeffi-
cient threshold for dust is 10�9 km�1. At the lower levels, the pro-
files can become saturated by high opacity values, exceeding the
threshold of 10�3 km�1 (Kleinböhl et al., 2009). Column optical
depth estimates, on the other hand, use non-truncated profiles to
make sure all available and reasonable information is taken into
account. The MCS dust profiles cannot be retrieved down to the
surface using only limb observations, and the dust in the
limits within which observations are available. Lighter colors in the bars indicate the
are no CDOD retrievals available or we do not currently use them. (For interpretation

of this article.)



Fig. 2. The number of dayside retrievals of column dust optical depth (local times between 06:00 and 18:00) passing the quality control procedure described in the text. The
number of retrievals is summed in 1 sol � 2� latitude bins, and plotted for each year as a function of solar longitude and latitude. TES observed at higher spectral resolution
(5 cm�1) between Ls � 115 � in MY 25 and Ls � 128 � in MY 26, therefore there are considerably fewer observations in this period, because the high spectral resolution data
take twice as long to acquire as the low spectral resolution. Note that THEMIS retrievals are summed together with TES retrievals and MCS retrievals, when available.
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un-retrieved part of the profile can account for a significant frac-
tion of the total dust column. Estimates of CDOD from MCS obser-
vations, therefore, are likely to introduce errors attributable to
either the extrapolation to the surface under the well mixed
assumption or the use of dust opacity values at altitudes where
the fit to observed radiances is not within the standard threshold.
This problem may be particularly acute in light of evidence of
elevated dust layers (Heavens et al., 2011; Guzewich et al., 2013b).



Fig. 3. As for Fig. 2, but for nightside retrievals, with local times between 00:00 and 06:00, and between 18:00 and 24:00.
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MCS CDOD estimates can be fairly inaccurate if the lowest
retrieved level of dust opacity is above �20 km altitude, depending
on the time of the year and the dust/water ice conditions. Dayside
estimates are particularly affected by low altitude aerosols, e.g.
water ice clouds. We have therefore retained nighttime CDODs that
correspond to dust extinction profiles with valid values at or below
25 km altitude, and we only accept CDODs with local times
between 12:00 and 18:00 h when the corresponding extinction
profile has valid values at or below 8 km altitude. The use of differ-
ent altitude thresholds for nighttime and most daytime CDODs is
particularly important when spurious diurnal variability could be
introduced by large extrapolation of dust extinction coefficient to
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the surface during afternoon observations, at seasons and locations
where the water ice component is abundant (Figs. 12 and 13 of
McCleese et al., 2010, give an idea of the diurnal variability of
the dust extinction profile). It is worth mentioning that this selec-
tion might introduce a systematic bias, especially during the north-
ern spring and summer seasons in the tropics. TES provides
daytime CDODs while MCS estimates of CDOD in this season are
largely based on nighttime viewing, because daytime clouds in
the aphelion tropical belt limit the success of the retrievals in alti-
tude. The filtering of dayside CDOD estimates could be refined in
future versions of the gridded maps, to avoid biasing towards
nightside observations.

Finally, we have rejected CDOD estimates when the tem-
perature profile dropped below the condensation temperature of
carbon dioxide at some pressure levels, because CO2 ice opacity
can affect retrievals of dust opacity at those levels (carbon dioxide
ice opacity is not currently taken into account in MCS retrievals
v4.3).

2.2. Data processing

The CDODs from TES/THEMIS and MCS are retrieved at different
IR wavelengths (in absorption for TES/THEMIS and in extinction for
MCS), which prevents the direct comparison. We account for this
by converting the estimated MCS extinction CDODs at 21.6 lm into
equivalent absorption CDODs at 9.3 lm. We carry out the conver-
sion by multiplying the MCS values by a factor 2.7 (according to
Kleinböhl et al., 2009, 2011), which takes into account the effective
dust particle radius (1.06 lm) and variance (0.3) used in the retrie-
vals v4.3. It is worth mentioning that the assumed dust size distri-
bution remains fixed for all seasons and locations. This factor is
affected by an estimated uncertainty of 10%, which we apply to
MCS data as explained in Section 2.3.2.

In order to calculate spatial averages, we require that each
retrieved CDOD be normalized to a reference pressure level to
eliminate the effect of topographic inhomogeneities. Each value
is therefore divided by the surface pressure at the appropriate loca-
tion, local time, and season, which is extracted from the PRES0 tool
included in the MCD v4.3 (Millour et al., 2011), and multiplied by
610 Pa (our choice for the reference pressure level). This is equiva-
lent to integrating or extrapolating the optical depth to 610 Pa at
all locations on the planet, under the assumption of well-mixed
dust. See also Section 2.3 for a discussion of uncertainties associat-
ed with surface pressure. The following formulas summarize the
processing of CDOD observations:

CDOD610absIR9:3¼
ðCDODabsIR9:3=PsÞ �610 for TES=THEMIS ðaÞ
ðCDODextIR21:6 �2:7Þ=Ps½ � �610 for MCS ðbÞ

�
ð1Þ

where Ps is the surface pressure. Although our emphasis is on nor-
malized CDODs (CDOD610), our gridded and kriged products also
include full column (or total) optical depths, obtained with the pro-
cedure described in Appendix B.

Finally, when using PanCam, SSI, and CRISM for validating the
gridded maps in Section 4, we have to account for the differences
between the IR absorption-only gridded values and the full extinc-
tion near-IR observations (CDODs from PanCam cameras are pro-
vided at the 880 nm wavelength, from SSI at the 887 nm
wavelength, and from CRISM at the 900 nm wavelength). This is
done by converting PanCam, SSI, and CRISM CDODs into equivalent
IR absorption CDODs. The process firstly converts values from visi-
ble (or near-IR) to full-extinction IR by dividing by a factor 2.0, con-
sistent with 1.5- to 2.0-lm dust particle radii (Clancy et al., 2003;
Lemmon et al., 2004; Wolff et al., 2006; Lemmon et al., 2015).
Secondly, it converts full-extinction IR values to absorption-only
at 9.3 lm by dividing by a factor 1.3 (Smith, 2004; Wolff and
Clancy, 2003). Overall, the factor we divide by to convert from
full-extinction near-IR to equivalent absorption-only at 9.3 lm is
2.6. This factor, though, is affected by large errors, deriving from
both the visible-to-infrared conversion (Lemmon et al., 2004;
Wolff et al., 2006; Lemmon et al., 2015) and the conversion to
absorption (Smith, 2004), see Section 2.3.4 for more details. This
is the reason why we have decided to provide our gridded products
at the original IR wavelengths, despite the advantage of producing
equivalent visible CDOD maps for global and mesoscale atmo-
spheric models. Their radiation schemes, in fact, usually compute
dust heating rates based on mean visible opacities, using assumed
IR/visible ratios. PanCam, SSI, and CRISM observations are also nor-
malized to 610 Pa when they are compared to the gridded values in
Section 4.

2.3. Data uncertainties

We have estimated the uncertainties of each single CDOD
observation and CDOD610 value that we have used in this work.
The combined standard uncertainty of a CDOD610 value is
calculated as the propagation of uncertainties on CDOD, surface
pressure, and the 2.7 factor, according to Eq. (1). The error propaga-
tion is carried out using relative errors, which highly simplify the
formulas. The squared relative propagated error reduces to the
sum of the squared relative errors of each independent variable
when operations among variables include only multiplications
and divisions, as in our case.

A surface pressure value extracted from the MCD v4.3 has an
associated uncertainty. The corrections for high resolution topog-
raphy and total mass of the atmosphere are carried out within
the PRES0 routine of the MCD. For the former, the routine uses
the 32 pixels/degree MGS/MOLA topography, which is equivalent
to less than 2 km resolution in longitude and latitude at the
equator. The topography resolution is therefore comparable to
the footprint size of the TES instrument (3� 8 km). In order to cor-
rect for the seasonally varying total mass of the atmosphere, the
routine performs a renormalization of the surface pressure values
to the values observed by the Viking landers at the corresponding
season. Millour et al. (2011) provides examples of validation of the
PRES0 routine v4.3 using observations from Viking and Phoenix
landers. After the topography and total mass corrections, the lar-
gest source of surface pressure variability on Mars is related to
the weather systems, mainly in the form of dust storms and high
latitude winter baroclinic waves. In order to account for this vari-
ability, we extracted the day-to-day root mean squared of surface
pressure from the MCD (see the MCD Detailed Design Document
associated with the version of the database described in Millour
et al. (2011)) to build a 5� solar longitude �5� latitude array. We
provide an estimate of the surface pressure uncertainty associated
with the specific location and season of an observation by interpo-
lating this array. Overall, the surface pressure uncertainty is always
less than 3%, with the highest values associated with latitudes and
seasons where baroclinic wave activity is strong.

The uncertainties associated with the CDOD for specific instru-
ments are described below.

2.3.1. TES and THEMIS
Retrievals of CDOD from TES and THEMIS observations come

with an associated nominal uncertainty, estimated by taking into
account random errors in the instrument and calibration, as well
as possible systematic errors in the retrieval algorithms. Smith
(2004) gives an estimate for the total uncertainty in a single retrie-
val of TES absorption-only IR dust optical depth: 0.05 or 10% of the
column optical depth, whichever is larger. Smith (2009) provides
this value for THEMIS absorption-only IR dust optical depth for
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the calibrated framelet: 0.04 or 10% of the column optical depth,
whichever is larger.

For THEMIS observations, Smith (2009) also states that ‘‘uncer-
tainties are likely somewhat higher (perhaps 20% or even higher)
during the most intense dust storms because large corrections to
the temperature profile must be made for those observations’’. It
is likely that TES retrievals during high dust loading are also affect-
ed by larger uncertainties, due to the reduced surface-atmosphere
temperature contrast and the uncertainty in the dust size
distribution. In order to account for this, for TES we use the nom-
inal uncertainty up to IR optical depth 1.0, then we increase the
uncertainty to 20% up to IR optical depth 2.0, and to 30% for IR opti-
cal depths greater than 2.0. For THEMIS, we use the nominal uncer-
tainty up to IR optical depth 0.5, we increase the uncertainty to 20%
up to IR optical depth 2.0, and to 30% for IR optical depths greater
than 2.0.

As for the non-calibrated THEMIS framelets, we currently
increase their uncertainties by 20% (e.g. 0.06 instead of 0.05 when
the CDOD value is 0.5).

2.3.2. MCS
As explained in Section 2.1, the procedure adopted to estimate

CDOD from MCS observations is likely to introduce errors, par-
ticularly when the truncated dust profiles do not have valid values
close to the surface. Estimating these errors is particularly difficult,
as crucial information may be missing in the atmospheric layers
where the dust loading is significant. Our estimate of the
uncertainty on MCS CDODs, therefore, can only be empirical. In
Section 7, we mention future developments in relation to MCS
CDOD retrievals.

In this work, we assign a fairly arbitrary uncertainty on the
basis of the altitude of the lowest valid level in the dust profile
used for the vertical integration. The uncertainty linearly increases
from 5% (nominal value) to 60% as a function of this altitude, from
the surface to the highest accepted level of 25 km. Although this
uncertainty estimate is arbitrary, it provides a way to distinguish
MCS values that are likely to be biased, and to relatively evaluate
this bias (see also Section 2.4).

Very small values of CDOD estimated from dust extinction pro-
files that do not have valid values below 4 km are considered spu-
rious and replaced by the minimum value of 0.01, with 10%
uncertainty (i.e. 0.001).

Finally, we estimate that the 2.7 factor used to convert MCS
extinction CDODs at 21.6 lm to equivalent absorption CDODs at
9.3 lm is affected by 10% uncertainty (i.e. 0.3), due to the uncer-
tainty on the particle sizes. We take this into account in the
propagation of uncertainties for MCS.

2.3.3. Other instrument uncertainties
We have averaged CDOD observations from PanCam, Mini-TES,

and SSI in each available sol. As a measure of uncertainty on the
daily mean, we use the largest value between the standard
deviation and the average of single measurement errors. This
choice takes into account CDOD variations with local time as well
as single measurement errors.

CRISM retrievals are provided with an associated uncertainty,
determined from the diagonal of the covariance matrix. Wolff
et al. (2009) also indicate a minimum error to handle cases when
the formal retrieval error is negligible.

2.3.4. Digression on absorption/extinction and IR/visible conversions
As explained in Section 2.2, we have decided to work at the ori-

ginal TES and THEMIS absorption IR wavelength of 9.3 lm, even
when comparing with PanCam, SSI, and CRISM retrievals. The con-
version factors from absorption to extinction and from IR to visible
depend on the aerosol refractive indexes, which ultimately depend
on the aerosol size, shape and composition, and are likely to vary
with season and location. Both factors are therefore affected by
large uncertainties. Smith (2004) shows in Fig. 4a a graph of the
relationship between effective absorption and full extinction opti-
cal depth for dust at the equator during the northern autumn equi-
nox in MY 24 (it is stated that the curve is typical of other times
and locations). For IR dust optical depths lower than 0.5, the rela-
tionship is fairly linear (sabs ¼ sext=1:3). The departure from the lin-
ear relationship at higher dust optical depth can be estimated as
�s2

ext=25. This estimate could be used to introduce an uncertainty
on the absorption-to-extinction factor, which increases with the
optical depth. As for the infrared-to-visible factor, uncertainties
have been estimated in a few measurement campaigns, although
limited in time and location. Lemmon et al. (2004) reports a value
of 2:0	 0:2 from MER-PanCam observations, Wolff et al. (2006)
reports in Table 2 dust optical depth values from MER-PanCam
and Mini-TES, which can be averaged to provide a value of
2:5	 0:6. The most recent work by Lemmon et al. (2015) provides
an insight on the interannual and interseasonal variability of this
factor at the two MER locations. The average values for Spirit and
Opportunity are respectively 2.3 and 2.0, with standard deviations
being as large as 0.7 and 0.4.

In Section 4, we have simply used a single factor of 2.6 (i.e.
1:3 � 2:0) to divide the near-IR extinction values throughout the
time series, and convert to equivalent IR absorption values.
Nonetheless, we have attempted to take the maximum uncertainty
on this factor into account (see Fig. 13).
2.4. Data reliability

As explained in Section 3, our gridding methodology weights
the CDOD610 values according to the relative quality of the origi-
nal CDOD retrievals. The data we use are highly inhomogeneous, as
they come from three different instruments, and the retrieval
quality generally depends on the amount of aerosols in the
atmosphere. Despite the quality control and filtering described in
Section 2.1, many observations used in this work have a relatively
lower quality, which has to be taken into account when gridding.
To this purpose, we associate a reliability value with each single
observation, in the range from 1.0 (very reliable) to 0.0 (very unre-
liable). The reliability value of most CDOD610 observations is sim-
ply defined by subtracting the corresponding CDOD relative
uncertainty from 1.0, if the relative uncertainty is lower than 1.0.
For TES and THEMIS, very low CDOD values have a fixed absolute
uncertainty, therefore the relative uncertainties would tend to very
large values for small CDODs. In this case, we fix the reliability val-
ue to 0.9. THEMIS framelets that are not properly calibrated have
reliability values decreased by 0.1, as do very small values of
MCS CDOD that do not have valid values below 4 km altitude.
3. Gridding dust optical depth observations

The process of creating uniformly-spaced data (i.e. a regular
grid) from irregularly-spaced (scattered) data is generally known
as ‘gridding’. There exist several techniques to solve this problem,
depending on the applications. A basic technique commonly
adopted when dealing with orbital spacecraft observations is ‘bin-
ning’ using space–time box averages. The original data values that
fall in a given multi-dimensional interval (a ‘bin’) are replaced by a
value representative of that interval – often the average, but the
median can also be used to filter outliers. If the bins are uniformly
distributed, the problem of gridding the data is solved. For our pur-
poses, the simple box-average binning is not suitable because (1)
we seek to achieve the highest possible spatio-temporal resolution
for the gridded data, as compatible with having a reasonable
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Fig. 4. Plots of the weighting functions used in Eq. (3). Panel (a) shows the distance weight M as a function of d (see Eq. (6)) for two different values of correlation scale S,
corresponding to Smin ¼ 150 km and Smax ¼ 300 km. The S function (see Eq. (3)) is plotted in panel (b), as a function of t over the range �3:5 < t < 3:5 for TW = 7 sol. In panel
(c) we plot the time weight function R (see Eq. (8)) for the same TW = 7 sol. The value of the R function at the extrema of the time window interval is fixed to 0.05 in this work.
Finally, panel (d) shows the plot of the quality weight Q (see Eq. (9)) as a function of the reliability value r.
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number of observations to grid, and (2) simple box averages intro-
duce temporal and spatial biases if long time intervals and/or large
spatial boxes are used (several orbits at different times are inevita-
bly averaged together).

Reconstructing the dust climatology while preserving the short
time and spatial variability of dust storms requires a more sophis-
ticated data gridding. In order to achieve this objective, we have
developed an efficient ‘iterative weighted binning’ methodology,
described in the following Section.

3.1. The principle of iterative weighted binning (IWB)

The application of our gridding procedure is equivalent to a
moving weighted average characterized by the use of successive
spatio-temporal windows. The basic principle of the methodology
is that, for a given grid point at a given time, all observations with-
in a defined time window and spatial range are averaged using
weights that depend on (1) the interval between the time of each
observation and the time at the grid point, (2) the spatial distance
between each observation location and the location of the grid
point, and (3) the quality of each observation.

The weighted average value Y at a given time t0 and location x0

for a generic observed variable y, which is a function of time and
spatial coordinates, is given by:

Yðx0; t0Þ ¼
P

n¼1;NMðdxn; dtnÞ 
 RðdtnÞ 
 QðrnÞ 
 ynðxn; tnÞP
n¼1;NMðdxn; dtnÞ 
 RðdtnÞ 
 QðrnÞ

; ð2Þ

where n represents the index of the N observations y1; y2; . . . yN that
are included in a three- or four-dimensional (if the vertical dimen-
sion is included) bin defined around the time t0 and the location x0.
R is the time weighting function, which determines the contribution
of the nth observation according to the time difference dtn ¼ tn � t0

(positive for observations in the future, negative for observations in
the past). M is the distance weighting function, which determines
the contribution of the nth observation according to its distance
dxn ¼ jxn � x0j from the location x0. The distance weight is also a
function of the time interval dtn so that observations at different
times with respect to t0 have different distance weights. This choice
takes into account the possible advection of the variable y toward/-
away from the location x0. Finally, Q is the observation quality
weighting function, which determines the contribution of the nth
observation according to its reliability value rn.

The particular choice for the form of the weighting functions
M;R, and Q depends on the specific application. For our purpose
of gridding orbiting satellite observations, it is convenient to use
weighting functions similar to those implemented in the analysis
correction data assimilation scheme of the UK Meteorological
Office (Lorenc et al., 1991) and in the derived Mars analysis correc-
tion data assimilation scheme (Lewis et al., 2007). In fact, Eq. (2)
applied to k grid points of a regular grid can be considered as the
weighted average equivalent of the model grid point increment
Eq. (3.18) in the analysis correction scheme of Lorenc et al.
(1991), although this analogy has no formal basis.

Eq. (2) applies to observations in a specifically defined time win-
dow and space range. Our methodology includes the iterative use of
less and less restrictive time windows and space ranges, as we
explain in the next section where we describe the application of
the IWB to the problem of gridding dust optical depth observations.
3.2. Gridding with IWB: procedure

We have mentioned in Section 2.2 that our working variable is
the IR column dust optical depth (in absorption at 9.3 lm) normal-
ized to 610 Pa, which we henceforth indicate simply as s. Note
that, when Eq. (1) is used in Eq. (2), 610 Pa is factorable, hence
the description of the procedure is in fact applicable to column
optical depth values normalized by the surface pressure (with unit
of Pa�1), and any arbitrary reference pressure level can be used.

If we apply Eq. (2) to each grid point k of a pre-defined longi-
tude-latitude-time grid for the variable s, the weighted average
value T at each grid point can be written as:

Tk ¼
P

n¼1;NMðdnk; tnkÞ 
 RðtnkÞ 
 QðrnÞ 
 snP
n¼1;NMðdnk; tnkÞ 
 RðtnkÞ 
 QðrnÞ

; ð3Þ
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where s1; s2; . . . sN are the observations included in a specified time
window and space box defined around the time and location of the
grid point k;dnk is the spatial distance from observation n to grid
point k; tnk is the time difference between observation time and grid
point time, and rn is the reliability value associated with the nth
observation. In this work we use the Mars Universal Time (MUT)
of the prime meridian as reference time. The beginning of a sol
occurs at 00:00 MUT and the end at 24:00 MUT. The time of an
observation, as well the time of all the grid points on a global lon-
gitude-latitude map, are expressed in term of martian year, sol,
and its fraction. For each observation, we use the spacecraft clock,
the longitude, and the local time to convert to the reference time.
Time differences between observations and grid points, therefore,
are calculated with respect to the prime meridian. We use the
haversine formula to calculate the distance between two locations
on the spherical planetary surface, which is numerically better con-
ditioned for small distances (Sinnott, 1984).

We define the weighted root mean squared deviation (RMSD,
equivalent to the biased weighted standard deviation) associated
with the weighted average value Tk as:

sTk
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
n¼1;NMnk 
 Rnk 
 Q nðsn � TkÞ2P

n¼1;NMnk 
 Rnk 
 Qn

vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

n¼1;NMnk 
 Rnk 
 Q n 
 s2
nP

n¼1;NMnk 
 Rnk 
 Q n
� T2

k

s
; ð4Þ

and the combined uncertainty of the weighted average as:

eTk
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
n¼1;NðMnk 
 Rnk 
 Q n 
 esn Þ

2P
n¼1;NðMnk 
 Rnk 
 Q nÞ2

vuut ; ð5Þ

where esn is the uncertainty of the single optical depth observation.
The former provides an estimate of the degree of homogeneity or
variability of the gridded observations, the latter provides an esti-
mate of the precision of the grid point average.

We choose M to be a second-order autoregressive correlation
function of the distance dnk and of the correlation scale S (see also
Eq. (3.19) in Lorenc et al., 1991):

Mnk ¼ ð1þ dnk=SðtnkÞÞ expð�dnk=SðtnkÞÞ; ð6Þ

where SðtnkÞ is a function of the time difference. S is chosen to be a
linearly increasing function of this difference, symmetric with
respect to tnk ¼ 0, with a minimum value Smin at tnk ¼ 0 and a max-
imum value Smax at the extrema of the chosen time window (TW).
The equation for S (defined over the range �TW=2 < tnk < TW=2)
is therefore provided by:

Snk ¼
Smax � Smin

TW=2
jtnkj þ Smin: ð7Þ

With this choice of S, observations with times closer to the time of
the requested grid point have weights Mnk that decrease faster with
distance (see Fig. 4). In other words, larger weights are assigned to
distant observations when they are also distant in time. The idea is
to take into account the possible advection of dust toward/away
from the grid point during the time window. Two further para-
meters, loncutoff and latcutoff , set the longitude and latitude limits of
the space box within which observations can contribute to the aver-
age (�loncutoff 6 lonnk 6 þloncutoff and �latcutoff 6 latnk 6 þlatcutoff ).
The choice of using two distinct spatial ranges allows to take into
account the smaller separation of observations in latitude than in
longitude, avoiding too much smoothing in latitude while consider-
ing enough observations in longitude.

R is chosen to be a decreasing quadratic function of the time dif-
ference tnk (Lorenc et al., 1991), symmetric with respect to tnk ¼ 0.
The equation for R (defined over the range�TW=2 < tnk < TW=2) is
therefore:

Rnk ¼
Rmin � 1
TW=2

jtnkj þ 1
� �2

; ð8Þ

where Rmin is the minimum value at the extrema of the chosen time
window (see Fig. 4 for an example with TW ¼ 7).

Finally, Q is chosen as a second-order autoregressive correlation
function of the reliability value of an observation, namely:

Qn ¼ 1þ ð1� rnÞ
k

� �
exp �ð1� rnÞ

k

� �
; ð9Þ

where k is a scaling factor used to obtain the desired width at half
maximum (WHM) for the Q function. We choose k ¼ 0:119165 to
have WHM = 0.8 (i.e. Q ¼ 0:5 when the reliability value of an obser-
vation is 0.8). See Fig. 4 for a plot of the Q function we use.

For MY 24 and 25 we have used only TES observations. For MY
26 and 27 we have used both TES and THEMIS observations until
Ls � 80� in MY 27, then only THEMIS observations. For MY 28,
we have used only THEMIS until Ls � 112�, then both MCS and
THEMIS, as well as in most of MY 29, 30, and 31, apart from
Ls � 327�, MY 29, to Ls � 24�, MY 30, when only THEMIS observa-
tions are available.

We have tested the sensitivity of the method to different spatial
and temporal resolutions and the results are reported in Sec-
tion 3.3. On the basis of the sensitivity tests, we have chosen for
TES in MY 24, 25, and TES + THEMIS in MY 26, a fairly high resolu-
tion (particularly in latitude), namely 6� � 3� longitude� latitude.
It is not advised to use the same resolution in latitude for MCS,
given the fact that the path of the limb observations usually spans
several degrees in latitude, and there are fewer observations per
degree than TES. The sparse distribution of THEMIS observations
must also be taken into account in the choice of the spatial resolu-
tion when only THEMIS data are available. In order to maintain a
consistent resolution throughout MY 27, 28, 29, 30 and 31, we
use 6� � 5� longitude � latitude.

The choice of the time resolution is one sol. This means that the
IWB procedure is applied to spatial grid points every sol, when the
reference MUT time is 12:00 h (by convention). Because in our work
most of TES observations have local times close to 14:00 h and most
of MCS observations have local times close to 03:00 h, the observa-
tions that have shorter time difference with respect to the reference
time of each map are located around 30�E in the TES years, and
135�W in the MCS years. The local time of the corresponding grid
points, therefore, is closer to the real local time of the respective
observations. Because the local times of TES and MCS observations
are mostly fixed, each daily map of our gridded product should be
considered as a global map of observations at mainly fixed local
times (except for grid points in the polar regions). When MCS day-
side observations are available and averaged together with night-
side ones, a slight variation in local time can be appreciated
across the global map, depending on the time weights.

The following is a summary of our gridding procedure with
IWB. The choice of the parameter values required by Eq. (3) for ver-
sion 2.0 of our gridded map product is detailed in Table 1.

� At each iteration, for each grid point, we define a time interval and
spatial box within which we use observations to calculate the
weighted average and its associated weighted root mean square
deviation and combined uncertainty, applying Eqs. (3)–(5).
� The criterion to accept a value of weighted average at a par-

ticular grid point at a given iteration is that there must be at
least a minimum number of observations Nthr within a distance
dthr from the grid point. If this is not the case, a missing value is
assigned to the grid point at that iteration.



Table 1
Parameters for the gridding procedure. This table summarizes the parameters used in the gridding procedure with IWB (v2.0) for the four combinations of datasets and for the
different iterations. We have used 4 iterations of the procedure, mainly changing the time window. The superscripts indicate that the same parameter has been used for more
than one iteration (‘1’ indicates the first iteration, etc.). Other parameters not included in this table are kept fixed in this work, i.e. the time resolution of the maps is 1 sol, the
value of the R function at the extrema of the TW is 0.05, the value k in Eq. (9) is 0.119165.

Spatial grid (lon-lat) TW (sols) loncutoff (degrees) latcutoff (degrees) Smin (102 km) Smax (102 km) dthr (102 km) Nthr

TES 6� � 3� 1, 3, 5, 7 6, 92;3;4 3, 4:52;3;4 1:51;2;3;4 1.5, 32;3;4 2, 32;3;4 31;2;3;4

TES + THEMIS 6� � 3� 1, 3, 5, 7 6, 92;3;4 3, 4:52;3;4 1:51;2;3;4 1.5, 32;3;4 2, 32;3;4 11;2;33;4

THEMIS 6� � 5� 1, 3, 5, 7 151,2,3,4
12:51;2;3;4 1:51;2;3;4 1.5, 32;3;4 31;2;3;4 11;2;23;4

MCS + THEMIS 6� � 5� 1, 3, 5, 7 6, 92;3;4 5, 7:52;3;4 1:51;2;3;4 1.5, 32;3;4 2, 32;3;4 31;2;3;4
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� We repeat the previous steps iteratively, using different time
windows, from the smallest to the largest, and calculating the
weights accordingly. At each iteration, more valid grid points
are added to the global longitude-latitude map, because more
observations are considered and contribute to the averages.
Grid points flagged as valid in previous iterations are not over-
written, so that each grid point is valid within the shortest pos-
sible time window.
� The final result of the successive application of the weighted

binning equation consists in a global map of CDOD normalized
to 610 Pa, with missing values in places where the gridding cri-
terion mentioned above is not satisfied at any iteration.

The IWB procedure is applied independently for each grid point,
at each sol. Nonetheless, each observation can be used in several
grid point averages, although weighted differently. Grid point
averages flagged as valid in iterations with TW > 1 sol are obtained
using observations common with antecedent or subsequent maps.
On each map, the grid point spacing is such that observations are
weighted averaged within overlapping longitude-latitude boxes.
Grid point averages, therefore, have some degree of dependence
upon each other.

3.3. Gridding with IWB: examples

In order to illustrate the procedure of gridding when the obser-
vation coverage is good both in space and time (at least for most
Fig. 5. The difference between the time of each TES observation and 12:00 h at 0� longitu
a time window of 7 sols centered around 12:00 MUT. The picture is a zoomed view cente
longitude-latitude grid box whereas the black dashed square indicates the spatial box bo
TES dataset when the time window is 7 sols (see Table 1). We apply the time and spati
latitudes), we use an example from TES observations in the
northern winter of MY 24, at a time when a ‘‘flushing’’ dust storm
occurred. Flushing storms develop in the northern plains and
rapidly move southward, crossing the equator and usually attain-
ing the size of large regional storms in the southern hemisphere
(see e.g. Wang et al., 2003; Wang, 2007).

Fig. 5 highlights one of the main reasons why the application of
weighted binning in space and time is beneficial. In this figure, TES
observations are shown within a time window of 7 sols (about 5�

solar longitude at this season), centered around 12:00 MUT in
sol-of-year 449, Ls ¼ 227:1�, MY 24 (see Appendix A for a
description of the sol-based martian calendar we use in our work).
The area shown in the figure is limited to 80� longitude and 40�

latitude south of the equator. The colors indicate the time
difference between the observations and the reference time. It is
clear that adjacent orbits have quite different times. A simple
box average would introduce biases when producing a global
map of s for this sol, mixing observations obtained sols apart,
and resulting in improper smoothing.

The application of the IWB with increasing time window length
is shown in Fig. 6. We separate each iteration (TW = 1, 3, 5, and
7 sols), respectively showing the orbits of the retrieved s, and the
uniformly gridded values. Clearly, gridded values of s with larger
TWs are smoothed with respect to smaller TWs, even if time
weighting is applied in both cases. The result of the successive
application of the weighted binning is then shown in panel (c),
where the valid grid points in each iteration add to the valid values
de (MUT) in sol-of-year 449, Ls ¼ 227:1� , MY 24. The observations are shown within
red around 10� longitude and �25� latitude. The black solid square shows a 6� � 3�

unded by the loncutoff and latcutoff parameters we use in the weighted binning for the
al weighting for observations within the dashed box, as detailed in Section 3.2.



Fig. 6. (a) The panels from top to bottom show TES dust optical depth retrievals accumulated within time windows of 1, 3, 5 and 7 sol, centered around 12:00 MUT in sol-of-
year 449, Ls ¼ 227:1� , MY 24. (b) The panels from top to bottom show the corresponding partial results of the application of the weighted binning for each specific time window.
Finally, in panel (c) we show the result of the iterative application of all 4 TW, where the valid grid points in each previous iteration are not overwritten. There are 60 � 60 grid
points in the gridded maps, separated by 6� in longitude and 3� in latitude. Missing values are assigned to bins where the acceptance criterion is not satisfied (see Table 1).
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of the previous iterations, without overwriting. Eventually, we obtain
a fairly complete, regularly-spaced map of s, showing that an itera-
tive weighted binning produces more valid and less biased values
than the application of a single weighted binning with a fixed TW.

Ideally, the gridding method should not show much sensitivity
with respect to the choice of reasonable spatial and temporal
resolutions, particularly in the RMSD field. In order to verify the
Fig. 7. Tests on the sensitivity of the gridding procedure to the spatial resolution. We
longitude-latitude resolution, respectively in the average and in the root mean squared
panel (c) and (h) are for the case with 6� � 3� resolution but longer range for the space w
8� � 2� resolution.
quality of the choice for the spatial resolutions, we have carried
out a sensitivity test using four different cases, as illustrated in
Fig. 7 for a typical map with large dust optical depth contrasts
(same sol-of-year as in Fig. 6). Both averaged values and RMSD val-
ues – the latter representing the variability within the group of
averaged observations – show little variation throughout the four
cases. This result proves (at least for TES in good conditions of data
use the same sol-of-year as in Fig. 6. Panel (a) and (f) show the case with 5� � 5�

deviation (RMSD) fields; panel (b) and (g) are for the case with 6� � 3� resolution;
eighting (Smin ¼ 250 km and Smax ¼ 400 km); panel (d) and (i) are for the case with



Fig. 8. Evolution of the MY 24, Ls � 227� flushing storm. Each panel shows gridded column dust optical depth (in absorption at 9.3 lm) normalized to the reference pressure
level of 610 Pa. From top left to bottom right, maps are provided from sol-of-year 442 to sol-of-year 453 (i.e. from Ls ¼ 221:4� to Ls ¼ 228:4�). In all panels, MUT is 12:00 h
and solar longitudes are calculated for this time of the day. See also Appendix A for the description of the sol-based martian calendar we use in this paper.
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Fig. 9. Evolution of the MY 29, Ls � 235� regional storm. As in Fig. 8, each panel shows gridded column dust optical depth (in absorption at 9.3 lm) normalized to 610 Pa.
From top left to bottom right, maps are provided from sol-of-year 457 to sol-of-year 468 (i.e. from Ls ¼ 232:3� to Ls ¼ 239:4�).
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coverage) that our gridding procedure is not particularly sensitive
to the choice of the spatial resolution within a limited range.

The combination of Figs. 6, 8, and 9 provides the basis for our
choice of the 1-sol time resolution. Ideally, we want the highest
time resolution to follow the development of regional dust storms,
using as many independent observations as possible. The top pan-
els of the (a) and (b) series in Fig. 6 show that the main features of
the regional storm occurring at Ls ¼ 227:1� in MY 24 can be cap-
tured with a 1-sol TW gridding. Fig. 8 illustrates that, for the same
period, we can precisely characterize the daily evolution of the
storm, and Fig. 14 in Section 4.3 demonstrates that such daily evo-
lution can be validated with MOC global visible images. TES has the
advantage of a good spatial coverage and observation number even
in condition of high aerosol loading, which is not always the case
for MCS, particularly for dayside observations. Nonetheless, Fig. 9
shows that even during the MCS years we can nicely follow the
daily evolution of regional storms (in this case we see a flushing
storm occurring at Ls � 235� in MY 29). See also Section 4.3 for a
discussion on the validation of the gridded maps with MARCI
global visible images during this particular event.

It is worth stressing that the IWB procedure can theoretically be
applied with a time resolution of a fraction of a sol, but because of
the limitation in the number of satellite orbits per day, only certain
longitudes can be updated and the degree of independance of the
grid points decreases. If using full dayside and nightside orbits,
though, a time resolution of half a sol would provide insights into
the diurnal variability of s (see also Section 7).
4. Validation of gridded maps

We have carried out a statistical validation of the s maps based
on two approaches:

1. an internal validation comparing TES, THEMIS, and MCS nor-
malized optical depths to gridded values, interpolated in the
locations of the observations;

2. an external validation using independent observations. These
include the values of visible CDOD retrieved from CRISM obser-
vations, the time series of visible CDOD retrieved from PanCam
cameras aboard Spirit and Opportunity and from the SSI camera
aboard Phoenix, the time series of IR CDOD retrieved from Mini-
TES aboard the two MERs, and some MOC and MARCI global
images during the evolution of regional dust storms.

4.1. Internal validation

For the statistical internal validation, we have bilinearly inter-
polated the gridded maps at the location of each observation, if a
complete set of neighbors was available (i.e. four adjacent spatial
grid points). We have interpolated both the gridded average field
and the combined uncertainty one, at the appropriate time (i.e.
using the map of the sol corresponding to each observation).

The first test we have carried out is a simple correlation test. For
all examined years, there is clearly a correlation between the
observed values and the reconstructed ones, despite the applica-
tion of the IWB method and the bilinear interpolation. High values
of the Pearson correlation coefficient suggest a very good linear
correlation in all years (r P 0:93 for TES in MY 24, 25, 26,
r ¼ 0:96 for THEMIS in MY 27, r P 0:96 for MCS in MY 28, 29,
30, 31), and the data points indeed accumulate around a straight
line with slope close to 1 (not shown here).

We have then calculated the standardized mean difference
(SMD) between an available interpolated value from the gridded
maps (Tn) and an observed value (sn). This difference is weighted
using the combination of the observation uncertainty (esn ), and
the interpolated combined uncertainty of the gridded average
(eTn ). Under the approximation that the observed value and the
interpolated value are independent (i.e. the covariance is
neglected), the variable we calculate for each observation n is:

b ¼ Tn � snffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2

Tn
þ e2

sn

q ; ð10Þ

which is equivalent to expressing the difference between the two
values in terms of their combined uncertainty. Strictly speaking,
the interpolated value is not independent of the observed value
because the latter has been used to calculate the former, so the val-
ue of b might be underestimated. Nonetheless, this variable is useful
for estimating whether clear biases are present in our gridded maps,
or whether the differences are within statistical limits.

We display in Fig. 10 the histograms of the SMD values for the
TES (MY 24, 25, 26), THEMIS (MY 27), and MCS datasets (MY 28, 29,
30, 31). The difference in the number of values from year to year
reflects the number of available retrievals, as shown in Figs. 2
and 3. All histograms show that most of the values have jbj � 1
(the difference is much lower than the combined uncertainty),
with less than 1% of values each year having jbj > 2. Peak values
are very close to zero (�b < 0:08 and positive), and standard devia-
tions are reasonably small (0:38 < rb < 0:55). These general char-
acteristics provide a sound internal validation from the statistical
point of view. Other important factors to be considered are the
shape of the histograms (i.e. skewness and kurtosis), which could
highlight possible biases. All histograms are very symmetric (small
skewness, particularly if we limit the values to jbj � 2), therefore
no particular bias is evident. All distributions are leptokurtic (i.e.
more sharply peaked than a Gaussian distribution), which indi-
cates differences with respect to the combined uncertainty gener-
ally smaller than that expected by a random process. We have also
specifically analyzed the SMD values for the two cases shown in
Figs. 8 and 9, during the evolution of two regional dust storms.
For the case of the MY 24 storm (sol-of-year 442–453), more than
95% of values are jbj � 1, the average is �b ¼ 0:01 and the standard
deviation is rb ¼ 0:46. For the case of the MY 29 storm (sol-of-the-
year 457–468), more than 98% of values are jbj � 1, the average is
�b ¼ 0:03 and the standard deviation is rb ¼ 0:32. The SMD statis-
tics for the specific cases of the regional dust storms, therefore,
provides results in agreement with the general statistics.

A third diagnostic we use to internally validate our gridded
maps is the relative RMSD of the grid points. This is expressed by
the ratio between the weighted RMSD, calculated with Eq. (4) (a
measure of the variability of s at a grid point), and the weighted
average calculated with Eq. (3). Fig. 11 shows that MY 24 and 26
have distributions peaked at values of relative RMSD lower than
10%, MY 25, 28, 29, 30, 31 have peaks around 10%, and only MY
27 has a peak around 20%. All years have very right-skewed distri-
butions (particularly MY 26, which shows a long and almost linear-
ly-decreasing tail), but the values of relative RMSD do not
statistically exceed the values of the relative combined uncertain-
ties. The yearly distributions of the latter have peaks around 20%
(not shown here). Fig. 11, therefore, suggests reasonable values
for the relative RMSD of the gridded maps, and provides an indirect
validation of the goodness of the chosen spatio-temporal resolu-
tion. If the resolution was too coarse, in fact, one would expect
large variability at most grid points, which is not the case here.

4.2. Validation with independent observations

We use independent CRISM retrievals of visible CDOD (900 nm
wavelength) in MY 28, 29, and 30 to compare with gridded values
interpolated in the position of CRISM observations, at the
appropriate sol. As explained in Section 2.2, we have firstly divided



Fig. 10. Histograms of SMD values (Eq. (10)) for TES, THEMIS, and MCS datasets in different martian years: (a) TES, MY 24; (b) TES, MY 25; (c) TES, MY 26; (d) THEMIS, MY 27;
(e) MCS, MY 28; (f) MCS, MY 29; (g) MCS, MY 30; (h) MCS, MY 31.
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CRISM CDOD (normalized to 610 Pa) by a factor 2.6 to estimate
equivalent IR absorption CDODs.

As in Section 4.1, we have calculated the Pearson correlation
coefficients (r ¼ 0:78 in MY 28, r ¼ 0:52 in MY 29, and r ¼ 0:47
in MY 30), and produced histograms of the SMD (Fig. 12) for each
available year. The comparison with CRISM data produces much
less correlated values and much more biased histograms than the
internal validation. In particular, the SMD distributions are peaked
around �1 and clearly left-skewed, which suggests a majority of
largely underestimated s values in the gridded maps with respect
to those observed by CRISM. Systematic errors in the absorption-
to-extinction, IR-to-visible, and 21.6 lm to 9.3 lm conversion fac-
tors, or their combination, can affect the average value of the SMD
distributions. When dividing CRISM observations by conversion
values larger than 2.6 (up to 3.5), the distributions tend to peak
around zero, but the skewness is not significantly reduced (not
shown here). From the validation with CRISM, therefore, the grid-
ded maps in MY 28, 29, and 30 seem to underestimate the optical
depth, and since no significant bias has been detected in the inter-
nal validation with MCS, one possible conclusion is that the MCS
column optical depths are underestimated. Because no significant
pattern in latitude or solar longitude can be detected in the distri-
bution of the SMD values (not shown here), it is not possible to
associate MCS extrapolations in particular conditions (e.g. high or
low dust loading, presence of water ice, etc.) with the bias. CRISM
CDODs, on the other hand, could be overestimated. At the time of
writing, no satisfactory explanation could be found to address the
Fig. 11. Plot of relative root mean squared difference (RMSD) curves for all martian
years. The relative RMSD is calculated as the ratio between Eqs. (4) and (3), for each
valid grid point, and expressed as a percentage.
MCS-CRISM bias, which could well originate from a combination of
MCS underestimation, CRISM overestimation, and systematic
errors in the conversion factors. This bias, therefore, requires fur-
ther independent analysis to be fully understood.

We also compare the gridded values, interpolated in the loca-
tions of the MER Spirit and Opportunity, to the CDOD measured
by PanCam in the near-IR and by Mini-TES in the IR. The compared
values, for each sol when there are available observations, are
shown as time series in Fig. 13. This figure includes also the com-
parison to the CDOD measured by SSI aboard Phoenix in the near-
IR. We have chosen to also display those years when MER and
Phoenix observations are not available, in order to improve the
statistics on interannual variability at Meridiani Planum, Gusev
crater, and ‘Green Valley’ landing sites (see coordinates of locations
in the caption of Fig. 13). As we have done for the comparison with
CRISM, we have divided the PanCam and SSI near-IR observations
by a factor of 2.6 to convert them to equivalent absorption IR,
but we also show time series obtained using a minimum factor
1.5 and a maximum factor 3.0. All CDODs are normalized to 610 Pa.

The comparison in Gusev crater is satisfactory throughout the
years and the seasons, with Mini-TES, PanCam and the gridded
maps generally agreeing within the uncertainties (represented by
the gray envelope), except for some Mini-TES peaks not seen as
large by PanCam. Even in the clear seasons, the time series show
consistency in all years, with values of s between 0.10 and 0.15
on average, except for some apparent gaps in MY 29 and 30, which
are still within the uncertainty envelope. These effects are
described in Lemmon et al. (2015) as systematic, and at least in
MY 29 they are possibly associated with the lack of calibration data.

The comparison in Meridiani is quite satisfactory during the
dusty seasons but is problematic during the clear ones, when it
highlights a strong difference between s measured from the
surface and from satellite observations. Consistently in every year,
the gridded maps provide values that are about half of those
observed by PanCam and Mini-TES during the period
Ls ¼ ½0�;180��, well beyond the uncertainty envelope. This bias
seems to be present in all three satellite datasets considered in this
work, even when looking at single CDOD retrievals. Although the
PanCam time series could lay at the upper limit of the uncertainty
envelope if a maximum factor 3.0 is used, Mini-TES and the
gridded maps (both providing values in the IR) are quite far apart.



Fig. 12. Histograms of SMD values (Eq. (10)) for the CRISM dataset in different martian years: (a) MY 28; (b) MY 29; (c) MY 30.

Fig. 13. Plot of column dust optical depth time series at (a) Spirit site in Gusev crater (175:48�E, 14:57�S), (b) Opportunity site in Meridiani Planum (354:47�E, 1:95�S), and (c)
Phoenix site in ‘Green Valley’ (Vastitatis Borealis, 234:25�E, 68:22�N). The red curves are the time series of bilinearly interpolated values from the daily gridded maps obtained
with the IWB procedure (if the 4 neighbor grid points are not all valid, the average of at least 2 valid neighbors is used instead of the bilinear interpolation). The green curves
are sol-averaged values from MER Mini-TES, and the blue curves are sol-averaged values from MER PanCam in panels (a) and (b), and Phoenix SSI in panel (c). Corresponding
uncertainties are drawn as overlapping gray envelopes. For the gridded maps, we choose the maximum value between the RMSD and the combined uncertainty at the
interpolated location. For the other instruments, we follow what described in Section 2.3.3. Values from PanCam and SSI are divided by 2.6 to convert them into equivalent
absorption IR, and compare to interpolated values from the gridded maps and Mini-TES values at 9.3 lm. The cyan curves represent PanCam and SSI time series when
minimum and maximum factors of 1.5 and 3.0 are used instead of 2.6 (see also Section 2.3.4). All values of optical depth are normalized to 610 Pa. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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Lemmon et al. (2015) have recently provided a possible explana-
tion for this bias in PanCam observations. According to them, water
ice clouds and hazes contributed to the observed opacity at the
Opportunity site in the summer season. Clouds were seen over
the range Ls ¼ ½20�;136��, with peak activity near Ls ¼ 50� and
Ls ¼ 115�, whereas ice clouds and hazes were not seen at the Spirit
site. When looking at the Sun through the atmospheric column,
PanCam in Meridiani is likely to add water ice optical depth to
the dust optical depth, thus possibly explaining at least part of
the bias. TES shows that the time of discrepancy is also the time
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when water ice peaks in Meridiani, with IR optical depths in the
range 0.1–0.15 during much of aphelion (Smith et al., 2003).
Although water ice could be a reasonable explanation for the high
opacity values measured by PanCam at Meridiani, the same expla-
nation cannot be applied straightforwardly to Mini-TES, which in
principle should be able to distinguish between dust and water
ice. Nevertheless, it should be considered that Mini-TES measure-
ments of water ice are particularly difficult, as clouds are likely
to be located above the dust layer, and the thermal contrast
between the atmosphere and the sky is not as good as the contrast
between atmosphere and surface for satellite instruments. It is
worth noting that the gap between PanCam values and gridded
values reduces rapidly in a short time interval after Ls ¼ 130�. This
applies to the Mini-TES/PanCam ratio as well. Whether it is an
effect of change in size or composition of aerosols, water ice dimin-
ishes quickly, but does not disappear at that Ls. Although the gap is
larger around summer solstice, the gap between PanCam (as well
as Mini-TES) and the gridded values is still important at times
where no ice has been reported, for instance at Ls � 0� or
Ls � 180�. Water ice, therefore, cannot be the only reason why
satellite instruments measure less dust optical depth than ground
instruments at Meridiani. Further analysis needs to be done and/or
independent observations need to be acquired to fully understand
this important discrepancy.

Despite the bias in the absolute value of s, it is very important
to highlight the fact that the time correlation and the shape consis-
tency of the different time series is striking, even during the MY 28
planet-encircling dust storm, when far fewer MCS observations are
available for the gridding. The only exception is MY 27 and the
beginning of MY 28, when only sparsely distributed THEMIS obser-
vations are available and the signal is much more noisy. When
comparing the time series in Gusev and Meridiani over the eight
available years, we can clearly observe and confirm from previous
studies (e.g. Vincendon et al., 2009) that (1) the two planet-encir-
cling dust storms (MY 25 and 28) had similar rapid growth, compa-
rable peak values, and slow decay; (2) there are many regional
storms that affected both Meridiani and Gusev (on the opposite
side of Mars), reaching comparable peak values; (3) there is a ten-
dency – with some exceptions – to have three distinct peaks of s
every second half of the year; an early, less pronounced peak
around Ls ¼ 160� (but in MY 27 it was as early as Ls � 135�), a
major peak around Ls ¼ 240� (with the exception of MY 25, which
was characterized by an equinoctial planet-encircling storm lasting
well beyond Ls ¼ 240�), and a late peak around Ls ¼ 330�. The pres-
ence of three seasonal peaks of dust optical depth is not only con-
fined to the equatorial latitude band, as discussed in Section 5 and
shown in Fig. 16. Overall, the comparison with PanCam and Mini-
TES time series confirms that the gridded maps are able to repre-
sent rapidly-evolving dust events with elevated optical depth. Both
the timing and duration of the equatorial events are consistent
with ground-based observations.

This conclusion extends to the northern high-latitude region,
where the gridded values and SSI aboard Phoenix show consistent
values of s, although the availability of data from SSI is very limit-
ed. It is worth noting that the values observed by MCS and those
observed by TES in the range Ls ¼ ½90�;180�� have mostly opposing
tendencies. MCS observes decreasing values of opacity (consistent
with SSI observations), except in MY 28, while TES measures
increasing values. Further analysis would be required in this case
as well to establish whether a systematic bias is present between
the two datasets at these high latitudes in summer.

4.3. Validation of dust storm evolution using camera images

We have used MOC and MARCI daily global images (Cantor
et al., 2001) to qualitatively compare the evolution of the two
selected regional storms shown in Section 3.3. Fig. 14 shows the
evolution of the flushing storm occurring in MY 24 at Ls � 227�

(the separation between two consecutive panels is two sols), and
Fig. 15 shows two sols during the evolution of the storm occurring
in MY 29 at Ls � 235�.

Although the color contrast between the dust and the back-
ground in both MOC and MARCI images makes it difficult to clearly
visualize the presence of dust, the satellite observations help to
characterize the spatial extent of the evolving storms. In MY 24,
the contours of gridded s correlate remarkably well with the pres-
ence of the dust haze in the MOC images, as well as with the indi-
vidual TES retrievals along MGS orbits. This validation of the
gridded maps during a particularly dynamic and rapidly evolving
event encourages their use for statistical analysis of the evolution
of dust storms, particularly in MY 24, 25 and 26 when a large num-
ber of TES retrievals are available.

In panels (a) and (c) of Fig. 15 we show the estimated values of s
along the nightside orbits of MCS, together with contours showing
the spatial variation of the gridded values. Only nighttime profiles
are adequate for yielding acceptable estimates of column optical
depth in this case, after the application of the quality control pro-
cedure described in Section 2.1.2. In panels (b) and (d) the MARCI
images are overlaid with the tracks of dayside (15:00 h) surface
temperature anomaly, which serves as an alternative estimate of
the presence and amount of dust. The observed surface tem-
perature is actually top-of-atmosphere brightness temperature at
32 lm, where the atmosphere is relatively transparent. We plot
the reduction in brightness temperature that largely reflects the
cooling of the surface due to the depletion of daytime solar radia-
tion by aerosol (relative to clear sky conditions). Wilson et al.
(2011) devised a technique to estimate the CDOD from satellite
observations of surface temperature. The technique uses a GCM
with dust transport capability (the GFDL MGCM) to find the value
of dust optical depth at any given time and location that yields the
best match between observed and simulated brightness tem-
peratures. They applied this technique to estimate CDODs during
the MY 25 planet-encircling dust storm using TES observations,
and in principle the same technique can be applied to MCS obser-
vations of brightness temperature. Given the fact that brightness
temperature observations are available even when proper CDOD
retrievals fail (particularly during dayside conditions), the gridding
procedure would certainly benefit from the inclusions of CDOD
data estimated as described above.

In the case of the MY 29 storm, the correspondence between the
gridded s values and the visual imagery is not as good as in the
case of the MY 24 storm. In particular, the MCS (nighttime) retrie-
vals appear to miss the presence of dust at the higher southern lati-
tudes, especially during the early stages of the storm event (panel
b). This issue will be discussed in more details in the next Section 5.
Furthermore, nightside optical depths and dayside surface tem-
perature anomalies (as well as dust hazes in the MARCI images)
do not seem to correlate in latitude, although the correlation
between single optical depth estimates and gridded values is satis-
factory. The location of the storm in both sols appears more equa-
torward in the nightside observations than in the dayside ones. We
cannot rule out the fact that the storm changed location between
day and night, which points to the necessity of using as many
MCS dayside retrievals as possible in future developments of our
methodology, as compatible with the constraints described in
Section 2.1.2.

5. Multiannual dust climatology

The daily maps of dust optical depth spanning eight martian
years allow for the analysis of interseasonal and interannual
variabilities. We have shown that one can follow the evolution of
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Fig. 14. TES orbits, color-coded using the normalized column dust optical depth (at 9.3 lm in absorption) and overlaid on MOC daily global images for 6 sols at 2 sol intervals
in MY 24. Black squares show available TES observations but unavailable dust optical depth retrievals. Black contours show the optical depth derived from the gridded maps
as described in the text. White contours show the local martian topography. (a) Sol-of-year 440, Ls ¼ 221:4� (October 09, 1999), (b) sol-of-year 442, Ls ¼ 222:6� (October 11,
1999), (c) sol-of-year 444, Ls ¼ 223:9� (October 13, 1999), (d) sol-of-year 446, Ls ¼ 225:2� (October 15, 1999), (e) sol-of-year 448, Ls ¼ 226:5� (October 17, 1999), and (f) sol-
of-year 450, Ls ¼ 227:8� (October 19, 1999). The provided solar longitude values are those at 12:00 MUT of each sol. See Appendix A for the description of the sol-based
martian calendar we use in this paper. MOC images are simple cylindrical projection at a resolution of 6 km/pixel (10 pixels/degree), recorded between 00:00 and 24:00 UTC
of the indicated Earth day. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

84 L. Montabone et al. / Icarus 251 (2015) 65–95
individual regional dust storms when the gridded maps are fairly
complete. Even when the number of valid grid points in the daily
maps is low, the dust variability can still be analysed statistically,
provided data are averaged or filtered to prevent contamination
from spurious values (‘‘outliers’’) occurring at high frequencies
(e.g. ‘‘on/off’’, isolated, large optical depths).

We provide an animation of daily, irregularly gridded maps for
each available martian year as supplementary material to this
paper. The reader can therefore explore the entire time series that
forms the current version 2.0 of the dust climatology obtained with
IWB, before downloading the corresponding NetCDF dataset from
the LMD website (at the address reported in the footnote of Sec-
tion 1). The animation is organized as 669 frames (one for each
sol-of-year) with eight maps on each frame corresponding to the
available martian years. See also Appendix A for a description of
the sol-based martian calendar we use in the present work.

The structure of the animation helps the analysis of the interan-
nual variability. It is interesting, for instance, to look simultaneous-
ly at the dust optical depth around sol-of-year 360 (Ls � 173�) in
MY 24, 25, and 26, a few sols before the onset of the MY 25
planet-encircling dust storm. It appears clearly that the dust
distribution was very similar in the three years observed by TES
at this season, until sol-of-year 372 (Ls � 180�), when slightly
higher dust optical depth values appeared in the Hellas basin in
MY 25, prior to the expansion towards the northern rim of the cra-
ter and out in Hesperia Planum.

The latitudinal, seasonal, and interannual variability of CDOD
can be fully appreciated in Fig. 16, which summarizes eight years
of dust climatology on Mars. We also provide the same type of fig-
ure with separated instrumental contributions (i.e. only TES, only
MCS, and only THEMIS) as supplementary material to this paper,
for reference and instrumental bias check. These figures highlight
four distinctive phases in the distribution of dust during the second
half of each year without a global-scale storm, and confirm (using
the longest available record of observations) what other studies
have found (e.g. Wang and Richardson, 2015; Kass et al., 2014).
Aerosol dust starts to increase around Ls ¼ 150� at equatorial/tro-
pical latitudes in the southern hemisphere, including some
enhanced southern polar cap edge increase after Ls ¼ 160�. The lar-
gest increase by far usually occurs between Ls ¼ 210� and 240�,
when baroclinic activity at high northern latitudes favors
cross-equatorial flushing storms (although not all regional storms
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Fig. 15. The upper panels of this Figure show 2 sols of MCS nightside orbits in MY 29, color-coded using the normalized column dust optical depth (at 9.3 lm in absorption)
and overlaid on color-coded contours of optical depth derived from the gridded maps. Black squares show available MCS observations but unavailable dust optical depth
retrievals. Black contours mark the martian topography. The lower panels show the corresponding MCS dayside orbits, color-coded using the brightness temperature
anomaly, and overlaid on MARCI daily global images. White contours mark the martian topography in this case. (a) and (b) Sol-of-year 462, Ls ¼ 235:5� (March 28, 2009). (c)
and (d) Sol-of-year 468, Ls ¼ 239:4� (April 2, 2009). The provided solar longitude values are those at 12:00 MUT of each sol. See Appendix A for the description of the sol-based
martian calendar we use in this paper. Brightness temperature anomaly is the apparent decrease in afternoon surface temperature (32 lm brightness temperature), relative
to a clear atmosphere, that can be attributed to the influence of dust. MARCI images have a resolution of 6 km/pixel (10 pixels/degree), and are recorded in the solar longitude
ranges (b) Ls ¼ ½235:2�;235:8�� and (d) Ls ¼ ½238:8�;239:4��. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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occurring at this time originate in the northern plains). A third
phase in the dust distribution is characterized by large lifting of
dust occurring in the southern polar region between Ls ¼ 250�

and 300�, after the CO2 ice has mostly sublimated away. At other
latitudes, in contrast, there is a clear decrease of atmospheric dust
in every martian year after Ls � 260� (with the exception of MY 28,
characterized by the late planet-encircling storm). This pause in
large dust storms coincides with the decrease in the amplitude of
low-altitude northern baroclinic waves (the so-called ‘‘solsticial
pause’’, see e.g. Basu et al., 2006; Kahre et al., 2011; Read et al.,
2011; Wilson, 2011; Mulholland, 2012). When the solsticial pause
is over, and the baroclinic wave activity at low altitude reinforces
again, the probability of late flushing storms increases. Every year,
therefore, a fourth phase in the dust distribution starts around or
after Ls � 310�, producing a late peak of dust optical depth.

The fairly repeatable pattern of background or average dust
optical depth from year to year contrasts with the highly unpre-
dictable occurrence of global-scale dust storms, both in terms of
frequency and season. If global-scale storms in MY 25 and 28 are
removed, and we filter out single regional storms by averaging
all years together, the annual distribution of CDOD looks like the
one in Fig. 17. In this figure, the four distinct phases described
above appear perfectly well defined. This figure represents an aver-
age climatological year, with departures from that characterizing
the episodic regional storms. In each specific year the optical depth
is locally modified (and the absolute value increased) by the onset
and evolution of single dust storms, particularly in the second half
of the year.

Fig. 18 summarizes the similarities and differences among the
years. In panel (a) we show the time series of the values averaged
in a 10� latitude band around the equator, whereas in panel (b) and
(c) we plot the zonal means averaged over 10� solar longitude at
two seasons (around the summer solstice and after the winter sol-
stice). At equatorial latitudes (panel a), there is little interannual
variability in northern spring/summer, and low CDOD. In these
seasons, the gradient of CDOD increases moving towards northern
high latitudes and southern mid-latitudes in TES years (panel b),
whereas in MCS years the optical depth decreases to very low val-
ues at southern mid- and high latitudes. In the second half of the
year (panel c), the background dust level shows remarkably little
variability in the equatorial/tropical regions during the solsticial
pause, except for the MY 28 year with a global-scale storm. Large
CDOD gradients are again observed moving towards high latitudes
in TES years, but not in MCS years. Outside the solsticial pause,
dust storms (many of which are initiated by cross-equatorial flush-
ing storms) produce peaks of CDOD in the equatorial region, which
affect many longitudes. Panel (a) highlights the three equatorial
phases for the dust distribution, already seen specifically for the
locations of Gusev crater and Meridiani Planum in Fig. 13.

A feature that clearly stands out when looking at optical depths
at high latitudes in the summer hemispheres and at polar cap edge
latitudes in the winter hemispheres is that TES observes fairly high
values near the polar cap edges, whereas little or no sign of such
high values is present in the MCS observations. Very few THEMIS
observations are available in MY 27 and 28, so it is difficult to judge
these two years. There is, therefore, an apparent dichotomy
between the TES years and the MCS years, which can be appreciat-
ed in panels (b) and (c) of Fig. 18, but also in the zonal means of
Fig. 16. The dichotomy is particularly striking around the south
polar cap edge after the (northern) summer solstice, when dust
is likely to be lifted by southern baroclinic waves that are active
at this season. In order to verify the presence or absence of dust
storms at these latitudes, which could validate TES high optical
depth values or MCS low values, we looked at orbital daily global
mapping images taken by MOC and MARCI between Ls ¼ 80�

through Ls ¼ 130� over multiple Mars years (MY 26–31), focusing
along the south polar cap edge. Fig. 19 summarizes the results of
the search for dust storms, showing that each Mars year – possibly
with the exception of MY 25 – has at least one clear storm of
1000 km extension around the south polar cap edge. According



Fig. 16. Zonal means of 9.3 lm absorption column dust optical depth maps (normalized to 610 Pa), as a function of solar longitude and latitude for all eight available martian
years. Data are extracted from the irregularly gridded maps obtained with the application of the IWB procedure.
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to the definition by Cantor et al. (2001), based on area and dura-
tion, these storms are likely to be local. Moreover, the dust clouds
appear mostly compact, which can be interpreted as the action of
convective lifting with little diffusion by higher altitude winds.
Preliminary GCM simulations with the GFDL Mars GCM show that
dust, if lifted at these latitudes, is likely to be confined in the lower
portion of the atmosphere – within the first kilometers – at this
season by the descending branch of the Hadley circulation (not
shown here). Under these circumstances, it is possible that MCS
limb observations are not able to scan through these low
atmospheric levels with such a small footprint, therefore missing
the dust and detecting only very small values of opacity above



Fig. 17. Plot of the zonal mean of the 9.3 lm absorption column dust optical depth in the climatological year, as a function of solar longitude and latitude. The climatological
year is obtained by averaging the irregularly gridded maps for all eight years, excluding the periods of planet-encircling dust storm activity in MY 25 and 28.
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Fig. 18. Panel (a): Plot of equatorial (5�S–5�N) 9.3 lm absorption column dust
optical depth normalized to 610 Pa (s) as a function of solar longitude for all eight
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the low dust layer at local scale. We also note that panels (a) and
(d) of Fig. 15 suggest that dust lifted at high southern latitudes
may not be well represented in the MCS opacity estimates at a later
season. This hypothesis, though, does not exclude the possibility
that TES retrievals of CDOD are overestimated around the cap
edge, where the thermal contrast between the surface and
atmosphere might be small. Retrievals in MY 26 and MY 27 are
particularly suspicious, as the values of optical depth around
the south cap edge are much higher than those measured in
MY 24 and 25. Future retrievals of CDOD from MCS on-planet
observations, or estimates from top-of-atmosphere brightness
temperature fit, together with possible TES retrievals of CDOD
over cold surfaces in the winter polar regions, might eventually
provide insights into the correct dust distributions around the
polar cap edges.

As an example of how our gridded products can be used to
�explore the multiannual statistics of dust loading in particular
regions, we consider the case of ESA’s Exomars 2016 Entry,
Descending and Landing Demostrator Module (EDM ‘‘Schiaparel-
li’’). The landing is planned to take place in Meridiani Planum dur-
ing the time window Ls � 240—250� in MY 33, which is well inside
the dust storm season. Although this will provide a unique oppor-
tunity to characterize a dust-loaded atmosphere during the entry,
descending, and landing procedure, it will also pose strict con-
straints on the engineering parameters of the landing, and increase
the associated risks. It is therefore very important to produce an
accurate statistical prediction of the expected range of dust loading
at the time and location of the landing, based on historical records.
If one plots the time series of CDOD in all years in Meridiani, as in
Fig. 18 (a), but limited to the period Ls ¼ 225�–265�, the tail of the
planetary-encircling dust storm stands out with respect to all other
years, which show moderate dust loading (not shown here). It is
worth noting that this season is characterized by the solsticial
pause of the baroclinic wave activity, with associated lack of flush-
ing storms, which in general have trajectories potentially affecting
Meridiani. By calculating the average for the landing window
Ls ¼ 240�–250� (at the nominal landing site in Meridiani (longitude
6.13�W, latitude 1.88�S)), we can make the statistical prediction,
based on past observations, that Exomars 2016 ‘‘Schiaparelli’’ lan-
der is likely to encounter a moderate dust loading with
s ¼ 0:38	 0:12 (IR absorption normalized to 610 Pa). This predic-
tion, though, does not exclude the possibility of high dust loading
induced by an equinoctial planet-encircling dust storm, which, as
mentioned above, can be quite unpredictable even just a few sols
beforehand.
6. Building dust scenarios with kriging

With the application of the IWB procedure, the s maps that we
obtain are incomplete and have higher spatial resolution in MY 24,



Fig. 19. Southern hemisphere dust storms close to the seasonal south polar cap edge observed between Ls ¼ 80� through Ls ¼ 130� over multiple Mars years (MY 26–31) from
orbital daily global mapping images taken by: MGS-MOC on (A) January 21, 2003 at Ls ¼ 126:1� (MY 26) and centered at 42:5�S, 67:0�W, (B) November 15, 2004 at Ls ¼ 115:2�

(MY 27) and centered at 35:5�S, 80:0�W, and by MRO-MARCI on (C) October 30, 2006, Ls ¼ 128:0� (MY 28) and centered at 39:5�S, 7:0�W, (D) July 2, 2008, Ls ¼ 93:4� (MY 29)
and centered at 31:5�S, 89:0�W, (E) August 7, 2010, Ls ¼ 129:4� (MY 30) and centered at 37:5�S, 64:0�W, and (F) May 27, 2012, Ls ¼ 116:5� (MY 31) and centered at 28:0�S,
76:0�W. MARCI images are derived from the daily global map mosaics, while MOC images are single orbital passes. All images are simple cylindrically projections, mapped at
a resolution of 3.75 km/pixel, spanning 50� of longitude and 35� of latitude. North is up and east is to the right. Local dust storms are indicated by a white arrow. Multiple
arrows indicate multiple local storms. Condensate (water ice) clouds are also prevalent in all the images as diffuse white feature.

3 The word ‘kriging’ is derived from the family name of Daniel G. Krige, whose
Master thesis the French mathematician Georges Matheron used to develop the
theory and formalism.
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25, 26 than in the other years. For many practical applications it is
desirable to have complete, regularly gridded maps spanning sev-
eral years with the same resolution. One such application is to pre-
scribe realistic aerosol dust distributions for global-scale or meso-
scale climate model simulations (Greybush et al., 2012; Kavulich
et al., 2013; Steele et al., 2014b). The production of the MCD statis-
tics using the LMD GCM, for instance, is an obvious example
(Millour et al., 2014). Other possible applications include the
retrieval of surface or atmospheric variables using observations
from which the aerosol dust component needs to be subtracted.
Examples include retrieving atmospheric ozone (Clancy et al.,
2014), surface albedo (Vincendon et al., 2014), and surface thermal
inertia (Putzig and Mellon, 2007). For these reasons, in this Sec-
tion we discuss our method to derive multiannual, regularly grid-
ded ‘dust scenarios’ from the irregularly gridded maps we have
described so far.

The process of producing complete gridded maps at a given
resolution from maps that have missing data and different resolu-
tions is, generally speaking, a problem of interpolation and/or
extrapolation. There exist several techniques, each more or less
‘optimal’, to solve this problem, as it is the case for the gridding
problem.
Kriging3 is a technique that belongs to the family of linear least
squares estimation algorithms. It is a method of interpolation that
predicts unknown values from data provided at known locations.
Unlike other common interpolation methods, such as polynomial,
spline, and nearest-neighbor, kriging does not require an exact fit
at each tabulated data point. Another important difference between
kriging and other linear estimation methods is that kriging aims to
minimize the error variance of the predicted values. Kriging applies
a weighting to each of the tabulated data points based on spatial
variance and trends among the points. Weights are computed by
combining calculations of the spatial structure and dependence of
the data, and building a statistical model of their spatial correlation
(called a ‘semivariogram’ model). Alternatively, empirical semi-
variograms are often approximated by theoretical model functions,
the most common of which are the spherical and the exponential
semivariograms (we use the latter in this work). The reader can refer
to Journel and Huijbregts (1978) for a general overview of the
method. For the application of kriging to data gridding, Haylock
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et al. (2008) provide an example for the case of temperature ground
stations on the Earth, and Hofstra et al. (2008) evaluate kriging
among other methods of spatial interpolation.

Given the spatial characteristics of the maps we have obtained
after gridding the observations with the IWB procedure, kriging is
the interpolation method that is likely to provide the best results,
producing relatively smooth spatial variations even in cases when
many missing values are present.

6.1. Pre-kriging modifications

Before applying the kriging to the maps, we have replaced some
of the missing values using the following methods (in order of
application).

1. In the TES, THEMIS and MCS datasets there are gaps in data cov-
erage that sometime extend for few sols, e.g. during Mars solar
conjunctions. In those cases, gridded maps are missing as well,
if the gaps in data coverage are longer than 7 sols (the maxi-
mum TW we generally use). In addition, one or two daily maps
before the first missing map and after the last missing map
might have very few valid grid points in longitude. When long
data gaps occur, we have increased the TW up to 25 sols, in
order to accumulate enough observations to bypass the data
coverage gap, and we have applied the gridding procedure
again with more successive iterations. This method produces
a smooth time interpolation by combining the moving average
and the time weighting. In the absence of alternative informa-
tion, or of a dynamical model of dust transport, this is a reason-
able way to interpolate maps during periods of missing data.

2. Issues of data coverage are both temporal and spatial. The TES
and THEMIS datasets have few valid retrievals of CDOD at high
latitudes during the winter seasons, and the MCS dataset does
not include estimates when the dust loading is too high (e.g.
during dust storms), the water ice opacity is large (e.g. during
the aphelion cloud tropical belt season), or the temperature at
some height is below the CO2 condensation temperature (e.g.
during the polar nights, when CO2 clouds might form). We can
fill most of the spatial gaps in our gridded maps with general cli-
matological values not representative of any specific year. To
this purpose, for each sol-of-year we have calculated the average
of all eight years (see Fig. 17 for a plot of its zonal mean), exclud-
ing the periods of planet-encircling dust storm activity in MY 25
and 28. By doing so, the influence of individual dust storms is
mostly eliminated, and spatial inhomogeneities are smoothed
out. However, the optical depths that result are underestimated
with respect to any specific year, particularly in the dusty sea-
son. Before using an averaged map to fill gaps in the original
gridded map at a specific sol-of-year, therefore, we have to re-
normalize the averaged values to a level consistent with a repre-
sentative dust optical depth for that sol. To this purpose, for each
sol in MY 27–31 we can use independent observations of optical
depth by PanCam ‘Spirit’ and PanCam ‘Opportunity’ to calculate
normalization factors. We actually use the minimum between
the sol-averaged observations from Spirit and Opportunity, after
having interpolated the time series to fill any possible gap. The
use of the minimum value avoids re-normalizing the averaged
maps with values characteristic of specific dust storms located
at either Spirit’s or Opportunity’s site. Furthermore, it is
consistent with satellite observations in northern summer (see
Section 4), so that we avoid biases in the re-normalization. For
an average map at a given sol-of-year, we calculate the mean
save in a latitude band [�15�;0�] (we recall that the locations
of Spirit and Opportunity are, respectively, close to �14� and
�2� latitude), and we re-normalize the values of this map by
multiplying by the following function m:
m ¼
rs þ 1�rs

2 1� tanh hþ45�
12�

� �
if h < 0� ðaÞ

rs þ 1�rs
2 1þ tanh h�45�

12�
� �

if h > 0� ðbÞ

(
ð11Þ

where h is the latitude, and rs ¼ sMER=save (sMER is converted to
equivalent IR absorption by dividing by 2.6). We replace a
missing grid point in a gridded map at a given sol-of-year in
MY 27–31 with the corresponding value from the averaged
map, multiplied by m, if a particular condition is satisfied. The
condition is that the distance between the missing grid point
and the closest valid grid point must be greater than a certain
threshold distance, set equal to 1000 km. The threshold avoids
the introduction of possible artificial discontinuities between
valid gridded values and filled values in the maps.

3. No valid grid points exist at very high latitudes during the polar
winters in TES MY 24–26. In order to constrain the kriging
interpolation at high latitudes and at the poles in these years,
we replace the value of the missing grid points located 15� pole-
ward of the northernmost or southernmost valid latitude with
the corresponding value from the climatologically averaged
map at the given sol-of-year. No normalization is applied in this
case, because no independent observations of optical depth
exist. This approach, although arbitrary, is consistent with esti-
mated optical depths by MCS in the polar regions and with the
reduced weight of the normalization function at high latitudes,
according to Eq. (11). It may be revised in future updates of the
dust scenarios, if new TES retrievals in the polar regions become
available.

We described in Section 5 the observed difference between TES
and MCS values of optical depth around the polar cap edges. No
conclusive evidence exists at the time of writing to favor either
set of observations, only circumstantial evidence points towards
the possibility that MCS underestimates the opacity when the lift-
ed dust is confined to low altitudes. This dichotomy between MY
24, 25, 26 and 27 from one side, and MY 28, 29, 30, 31 on the other
is most likely not realistic. We have therefore decided to modify
the values of optical depth around the polar cap edge in all years,
to minimize the TES-MCS questionable variability in the dust sce-
narios. In the v2.0 scenarios, we have limited the modification to
the south cap edge in the solar longitude range Ls ¼ ½0�;205��
(except for MY 25 where we limit the range to Ls ¼ 180� to pre-
serve the planet-encircling storm). To this purpose, for each sol
within this range we use the averaged year as in Fig. 17 to calculate
a mean value save in a 30� latitude band centered around the lati-
tude of the south polar cap edge. We use data from Piqueux
et al. (2015a) to interpolate the cap edge latitude at the necessary
sol-of-year. We calculate the mean value sgrid in the same latitude
band for each corresponding gridded map, and we take the ratio of
the two values rs ¼ save=sgrid. For a gridded map (of any year) with-
in the defined range of solar longitudes, and for southern latitudes
h < 0�, we multiply the s values by the following function:

l ¼ 1þ rs � 1ð Þ exp �ðh� hcapÞ2

2r2

 !
; ð12Þ

where hcap is the interpolated latitude of the cap edge, and r ¼ 15�.
The effect is that large optical depth values at the edge of the south
polar cap in TES years tend to decrease, the closer to the cap edge.
On the contrary, small values in MCS years tend to increase. Overall,
optical depths near the south cap edge in northern spring/summer
converge to climatological values within a latitude band. The same
procedure could in principle be applied to other seasons and to the
north polar cap. We reserve the possibility of extending it in future
versions of the dust scenarios, if a proper solution of the TES-MCS
apparent difference at the edge of the polar caps is not found.



Fig. 20. Map of 9.3 lm absorption column dust optical depth corresponding to Fig. 6 (sol-of-year 449, MY 24) after the application of kriging. The map is regular and
complete, on a 3� � 3� longitude-latitude grid.
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6.2. Interpolation by kriging

After replacing missing values in the incomplete gridded maps,
and modifying the south polar cap edge values, the data fields are
ready to be interpolated by kriging.

We have used the IDL v8.3 built-in routine GRIDDATA for krig-
ing interpolation on the sphere with an exponential semivariogram
model set by default (nugget, sill, and range parameters are those
proposed by the IDL routine). We have chosen a fairly high resolu-
tion grid of 3� � 3� in longitude-latitude, uniform for all years. At
the end of the interpolation procedure, carried out for each avail-
able sol from MY 24 to MY 31, we obtain complete, regularly grid-
ded maps of IR absorption CDOD normalized to 610 Pa Note that
there are no observations for the first part of MY 24 (before sol-
of-year 225), therefore we use MY 25 and 26 to fill the gap, as
explained in Appendix B. Fig. 20 shows a kriged map as an example
based on the same sol-of-year as in Fig. 6.

Similarly to what we do for the irregularly gridded maps, we
provide an animation of the daily dust scenario maps as supple-
mentary material of this paper. The structure of the animation is
the same: 669 frames (one per sol-of-year), each one having eight
maps for the respective years. The dust scenarios (currently 2.0)
can be downloaded from the same URL in NetCDF format. Fig. 21
shows zonal means built from the dust scenario maps as a function
of solar longitude and latitude, as in Fig. 16 for the irregularly grid-
ded maps.
7. Summary and future developments

In this paper we have described the procedures to obtain daily
gridded maps of column dust optical depth for eight martian years,
from Ls � 105� in MY 24 to the end of MY 31. We have used
retrieved and estimated CDODs from three different instruments
(TES, THEMIS, and MCS) aboard different polar orbiting satellites
(MGS, ODY, and MRO). Data have been collected for about 14 Earth
years of spacecraft missions, from 1999 to 2013.

Observed CDODs have been firstly gridded using the IWB
methodology, which produces daily maps on a regularly distribut-
ed grid, but with missing values at some grid points. Subsequently,
these incomplete maps have been interpolated onto a regular grid,
using the kriging method, after the application of a series of proce-
dures to replace most of the missing values with climatological
values. The two datasets of IR absorption CDOD normalized to
the reference pressure of 610 Pa (irregularly gridded maps and
regularly kriged ones) have been separated in martian years, and
made publicly available in NetCDF format on the MCD project web-
site, hosted by the LMD (URL: http://www-mars.lmd.jussieu.fr/).
Two animations of the current version 2.0 of the maps are also
available as supplementary material to this paper.

The key achievements of this work are the production and ana-
lysis of a continuous, multiannual climatology of dust based on
several heterogeneous datasets, as well as the assessment of uncer-
tainties and biases, both in the CDOD retrievals and in the resulting
gridded maps. Eight martian years of temporal and spatial (2D)
dust distribution have been presented in terms of interannual
and interseasonal variability, down to the daily evolution of indi-
vidual dust storms. We have confirmed that the years without
global-scale storms are characterized by four phases in the solar
longitude-latitude dust distribution, clearly highlighted in panel
(a) of Fig. 18 and in Fig. 17. Our results are consistent with the ana-
lysis of pre- and post-solstice storms discussed by Wang and
Richardson (2015), Kass et al. (2014). The time series of dust opti-
cal depth is consistent with that of mid-atmosphere temperatures
(Kass et al., 2014). We have carried out an extensive validation of
the gridded maps using independent observations (PanCam,
Mini-TES, SSI, CRISM, MOC and MARCI), and we have confirmed
or newly discovered a few important biases, which point to instru-
mental biases rather than errors in the gridding procedure. Three
biases in particular should be addressed by future analysis:

� Mini-TES and PanCam in Meridiani Planum observe much larger
optical depths than satellite instruments in spring and summer,
although smaller biases are present at other seasons in the
available time series.
� CRISM observes much larger optical depths than MCS overall,

without clear patterns in latitude or solar longitude.
� TES and MCS observe very different optical depths near the

polar cap edges. TES generally provides a sharp latitudinal
increase in optical depth when approaching both the north
and south cap edges, whereas MCS suggests very low values.

A fourth bias is related to THEMIS, which generally observes
dust optical depths lower than TES and MCS in the first half of each
martian year (as shown in the zonal means obtained by gridding
only THEMIS observations, and provided as supplementary

http://www-mars.lmd.jussieu.fr/


Fig. 21. Zonal means of 9.3 lm absorption column dust optical depth maps (normalized to 610 Pa) as a function of solar longitude and latitude for all eight available martian
years, calculated using the regularly gridded maps after the application of the kriging procedure.

L. Montabone et al. / Icarus 251 (2015) 65–95 91
material of this paper). Some of these biases may be related to the
role played by water ice clouds. We have extensively discussed the
effect of clouds in PanCam as well as in MCS observations. Water
ice and dust cannot be distinguished by ground-based cameras,
and are more difficult to distinguish by ground-based spec-
trometers like Mini-TES, which might explain larger than expected
opacities observed during the aphelion season. In the same season,
MCS dayside profiles of opacities are limited by the large amount



4 More specifically, the independent time variable we use is the fractional sol since
the beginning of a martian year (marked by sol = 0.0). A sol starts at 00:00 MUT and
ends at 24:00 MUT. The .5 fraction corresponds to 12:00 MUT. We also define the sol-
of-year variable, which is the integer sol number starting from sol 1 as first sol of the
year.
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of water ice aerosols, preventing reliable extrapolations of dust
opacity to low altitudes. On the other hand, both TES and THEMIS
have sufficient spectral coverage and resolution to easily separate
the spectral signatures of dust and water ice aerosols, which
should prevent confusion between the two aerosols. Overall, it is
very difficult to definitively assess which instrument is more reli-
able or which portion of the interannual variability is instrumen-
tally-driven. We have nevertheless provided some hints in this
paper, and we have demonstrated that camera images such as
those provided by MOC and MARCI, combined with gridded maps,
can certainly help to provide a reliable and quantitative approach
to the study of the dust interannual variability. The use of GCM
simulations (possibly associated with data assimilation tech-
niques) has the potential to add a further level of information.

Future developments of this work will include the update of the
climatology with the addition of new and/or re-processed retrie-
vals, not only for martian years beyond MY 31, but also for those
already described in this paper. The MCS team expects to carry
out retrievals of CDOD (as additional standard product) using nadir
and off-nadir observations, which would greatly improve the
quality of the dataset and reduce the biases identified in this work.
The use of estimated CDODs from fitting top-of-atmosphere bright-
ness temperatures with a GCM can be another important source of
information to be used in the gridding procedure, in order to
increase the number of observations (particularly dayside observa-
tions) and reduce the uncertainties in some areas. This is illustrated
in panels (b) and (d) of Fig. 15, and should provide improved opacity
estimates in cases where the current extrapolation of MCS opacity
profiles is unreliable (due to the failure of the retrieval at low-
altitude). In anticipation of future developments, we show in
Fig. 22 the zonal mean of available MY 32 gridded maps as a
function of solar longitude and latitude. To produce this figure we
have gridded available MCS observations until the end of December
2014 using the IWB methodology. The plot shows low dust optical
depth values consistent with previous years in spring and summer
(as expected), a seasonal increase of optical depth after the autumn
equinox, and a rapid increase after Ls ¼ 215�. This rapid increase
(up to s � 0:8) is due to the development of a regional storm in
Hesperia Planum (between the northern rim of Hellas and Isidis
Planitia), which moved westward while increasing in size, opposite
to what a similar storm in this location did in MY 25 (at Ls = 186�)
at the onset of the planet-encircling dust storm. This latest
example illustrates how important a reliable, complete, long-term,
quantitative dust climatology is to study the variability of the dust
storms on Mars and, ultimately, to try and forecast their onset.

New observations are paramount to this purpose. Reliable
retrievals of CDOD from the Planetary Fourier Spectrometer (PFS)
observations aboard Mars Express, for instance, would be invalu-
able in improving the quality of the maps in MY 27 and MY 28,
when only sparse THEMIS observations are available. The IWB pro-
cedure would be particularly adapted to grid PFS observations,
which are fairly heterogeneous in local time, possibly using time
resolutions of a fraction of a sol. Finally, a time resolution of half
a sol would provide insights into the diurnal variability of the opti-
cal depth, if both dayside and nightside observations were fully
used. MCS dayside observations would require careful filtering to
avoid large extrapolations, or, alternatively, dayside estimates of
dust optical depth from fitting top-of-atmosphere brightness tem-
peratures with a GCM could provide the necessary dataset to be
gridded. Recent retrievals of TES nightside CDOD by Pankine
et al. (2013) can be integrated in future versions of our gridded
and kriged products.

The use of data assimilation with an aerosol transport model (if
not with a dynamical model of the dust cycle) would be an obvious
improvement of the simple spatial kriging used in this work to pro-
duce complete dust scenarios, with ensemble methods providing
the capability to estimate uncertainties. Work in this direction
has been done by Greybush et al. (2012), Steele et al. (2014a,b),
Navarro et al. (2014), after a first attempt by Montabone et al.
(2006) to assimilate dust optical depths in a GCM without explic-
itly using an aerosol transport model. Despite the possible use of
data assimilation techniques as ‘optimal interpolators’ of dust
observations (or other types of aerosols and variables), gridding
retrievals from satellite orbits with the IWB procedure can retain
its key advantages of (1) being easy to implement, (2) not requiring
a model, (3) providing statistical estimates of uncertainties based
on those of the retrievals, and (4) giving immediate access to sta-
tistical analysis of the spatio-temporal evolution of events. Fur-
thermore, this gridding technique could be applied to fields
beyond the study of the martian dust climatology, where data
assimilation techniques might not be accessible or might be more
difficult to implement.
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Appendix A. A sol-based martian calendar

A martian year has 668.5921 mean solar days (sols) or, with
good approximation, 668.6 sols. The solar longitude resets to zero
by definition at the beginning of each new year (spring equinox).

The scientific community primarily have been using a martian
calendar based on the combination of martian year and solar lon-
gitude, since data are usually averaged over a few solar longitude
degrees. This combination is not satisfactory in our work, because
our series of maps uses the sol as time variable4. If we want to
devise a martian calendar based on sols, we need to keep track of
the fraction of a sol left at the end of each martian year, similarly
to what is done for the Earth calendar. Many sol-based calendars
have been proposed for Mars, with different solutions for the struc-
ture of months and weeks, and for the way they deal with the leap
years. We mention here only the example of the Darian calendar
(first described in a paper published by Gangale, 1986), which has
been proposed to serve the needs of possible future human settlers
on Mars.



Fig. 22. Zonal means of gridded maps of 9.3 lm absorption column dust optical depth (normalized to 610 Pa) as a function of solar longitude and latitude in MY 32. The
gridded maps use only MCS estimates from July 31, 2013 until the end of December 2014.

Table 2
The sol-based martian calendar used in the present work. MY 1 new year’s sol (00:00
MUT) is on April 11, 1955 at 19:22 UTC.

5-year cycle
number

martian
year

Number of
sols

New year’s solar
longitude

5 24 668 359.98
5 25 669 359.67
6 26 669 359.88
6 27 668 0.08
6 28 669 359.78
6 29 668 359.98
6 30 669 359.67
7 31 669 359.88
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For scientific purposes, and in the interest of simple time-keep-
ing, we have devised for the present work our own sol-based mar-
tian calendar. Since there are approximately 668.6 sols in a martian
year, every 5 years the number of elapsed sols is very close to the
integer 3343. It is convenient, therefore, to define cycles of 5 mar-
tian years, with a number of sols respectively of 669.0, 668.0,
669.0, 668.0, and 669.0 (a total of 3343 sols). By doing so, the
end of each cycle is (without approximation) only 0.04 sol shorter
than an integer number of sols, which accumulates to 1/4 of a sol
after 30 martian years (a reasonable amount for scientific purpos-
es). Furthermore, assuming the first sol of a year starts when it is
midnight at the prime meridian (00:00 MUT), if there is a time bias
tb between sol = 0.0 and Ls ¼ 0� at the beginning of a 5-year cycle,
there is again the same bias at the beginning of the following cycle,
if we approximate the martian year with 668.6 sols. Thanks to this
property, the time biases between our sol-based calendar and a
solar longitude-based calendar follow a repeatable pattern, and
they are never too large for a reasonable number of martian years,
if tb is properly set at the beginning of MY 1.

Clancy et al. (2000) proposed an arbitrary convention to numer-
ate the martian years starting from April 11, 1955 at 08:31 UTC
(MY 1, Ls ¼ 0�). This date corresponds to the martian northern
spring equinox preceding the planet-encircling dust storm of
1956. This storm marks the beginning of the new period of system-
atic observation and exploration of the planet Mars. Using this con-
vention (adopted by most of the scientific papers about Mars since
its introduction), all scientific data can be easily compared using a
calendar based on positive martian years (see Piqueux et al., 2015b,
for an extension to negative martian years). For a solar longitude-
based calendar, every new martian year since this date is marked
by the occurrence of the northern hemisphere spring equinox.

For the sol-based calendar introduced in the present paper, we
maintain the numeration of the martian year introduced by Clancy
et al. (2000), but we have to start our MY 1 at a slightly different
time, because at Ls ¼ 0� in MY 1 the MUT time (local mean solar
time) was 13:265 rather than 00:00 h. The first sol of MY 1 in our
calendar starts on April 11, 1955 at 19:22 UTC, when it was
Ls ¼ 0:2� and 00:00 MUT on Mars, i.e. tb ¼ 0:44 sol. By the beginning
of MY 26, this bias has reduced to tb ¼ 0:24, therefore the sol-based
calendar we use is less than 6 h late with respect to the calendar
based on solar longitude at the spring equinox of MY 26, and less
than 5 h late at the beginning of MY 31 (i.e the beginning of the fol-
lowing 5-year cycle). This bias is satisfactory for the climatology
5 All times are calculated using the NASA-GISS Mars24 applet, http://www.
giss.nasa.gov/tools/mars24/.
from MY 24 to MY 31, and we make the approximation that
tb ¼ 0:24 sol (0:12� solar longitude) for the three cycles we deal with
in this paper. By doing so, we can easily subtract a constant offset at
the new year’s sol in MY 21, 26 and 31, to find the solar longitude of
the corresponding spring equinox, with an error of about one hour in
MY 21 and 31 with respect to MY 26. In Table 2, we summarize the
number of sols for each martian year and the solar longitude corre-
sponding to each new year’s sol.
Appendix B. Description of the (irregularly) gridded CDOD
dataset and dust scenarios, v2.0

The parameters specifically used for the IWB procedure to pro-
duce the eight-year irregularly gridded CDOD dataset version 2.0
are summarized in Table 1.

The eight NetCDF6 files of the gridded dataset (one for each avail-
able martian year) can be downloaded from the MCD website hosted
by the LMD at the URL: http://www-mars.lmd.jussieu.fr/.

Each file includes variables depending on three possible dimen-
sions: longitude, latitude, and time. Longitudes are east longitudes
in the range ½�180�;180��, latitudes are in the range ½90�;�90��.
The spatial resolution is 6� � 3� longitude � latitude for MY 24,
25, and 26, 6� � 5� longitude � latitude for the other years. The
time variable (fractional sol) is either in the range [0.5, 667.5] or
[0.5, 668.5], depending on the year (see Table 2), with time resolu-
tion of 1 sol. Non-valid grid points are assigned a Not-a-Number
(NaN) value.

Included one-dimensional variables are longitude(longitude),
latitude(latitude), time(time), sol-of-year(time), and LsðtimeÞ.
6 See http://www.unidata.ucar.edu/software/netcdf/index.html for details on the
NetCDF data file format.

http://www-mars.lmd.jussieu.fr/
http://www.giss.nasa.gov/tools/mars24/
http://www.giss.nasa.gov/tools/mars24/
http://www.unidata.ucar.edu/software/netcdf/index.html
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Three-dimensional variables (all depending on longitude, latitude,
time) are:

� cdodnum: The number of averaged observations at the corre-
sponding valid grid point.
� cdodtw: The minimum time window for a valid grid point (e.g. a

value 3 means observations have been averaged within three
sols to provide a valid s at the grid point).
� cdodrel: The reliability value of the grid point, calculated as the

weighted average of the reliability values of the single observa-
tions. It is worth noting that, for the way reliability has been
defined (see Section 2.4 and related Section 2.3), there are no
single reliability values lower than 0.6, therefore values of cdo-
drel are P0.6.
� cdod610: The column dust optical depth in absorption at

9.3 lm, normalized to the reference pressure of 610 Pa.
� cdod610unc: The combined uncertainty of the column dust

optical depth normalized to 610 Pa (see Eq. (5)).
� cdod610rmsd: The root mean squared difference of the column

dust optical depth normalized to 610 Pa (see Eq. (4)).
� cdodtot: The column dust optical depth in absorption at 9.3 lm,

provided at the average grid point surface pressure.
� cdodtotunc: The combined uncertainty of the column dust opti-

cal depth in absorption at 9.3 lm, provided at the average grid
point surface pressure.

While the cdod610 variable and its related uncertainty refer to
the s variable described in Section 3.2 and following sections (i.e.
normalized to 610 Pa), the cdodtot variable and its uncertainty
included in the dataset refer to the non-normalized, total optical
depth, i.e. the optical depth of the entire atmospheric column
down to the local surface. Obviously, we can only provide an esti-
mate of such a variable, as the IWB procedure requires the calcula-
tion of averages using uniform values (i.e. normalized to the
surface pressure). For each grid point k, we calculate a weighted
average (PSk) of the surface pressure of the n observations (psn),
using the same IWB procedure and parameters as for the dust.
The surface pressure and its uncertainty for each observation are
extracted from the MCD using the PRES0 routine. We then divide
cdod610 by 610 Pa and multiply by PSk at each grid point. The
variable we obtain is a consistent estimate of the total optical
depth. The combined uncertainty is calculated by propagating
the uncertainties on cdod610 and PSk. Note that one can
calculate the irregularly gridded surface pressure field as
PS ¼ ðcdodtot=cdod610Þ 
 610.

The eight NetCDF files of the kriged dataset v2.0 can also be
downloaded from the MCD website at the same URL. The spatial
resolution is fixed to 3� � 3� in longitude and latitude, and the
number of sols is fixed to 669 in each year (the time variable is
in the range [0.5, 668.5]). The reason for this choice is that atmo-
spheric models using dust scenarios are often based on a fixed
number of sols per year. For years with 668 sols in our sol-based
martian calendar, we add the first sol of the following year. The
sol-of-year 669 in MY 24, 27, 29, therefore is the same as the
sol-of-year 1 in, respectively, MY 25, 28, and 30. In other words,
the scenarios smoothly wrap from year to year. Since there are
no maps available for the first part of MY 24 (before sol-of-year
225), we use the average of the first 224 sols of MY 25 and 26 to
fill the gap, therefore creating a hybrid TES MY 24 year. We prefer
to not use MY 27 in the average because the quality of TES obser-
vations in MY 27 is possibly degraded. The junction at sol-of-year
225 is smoothed using a running average for the three sols before
and the three sols after. It is worth mentioning that if one wants to
use a scenario for a specific year in a cyclic model simulation, the
first few sols and the last few sols should be averaged (e.g. with
a running average) to avoid the discontinuity between the begin-
ning and the end of the year.

The dust scenarios include the same dimensions and one-di-
mensional variables as the irregularly gridded dataset. As for the
three dimensional variables, they include:

� cdodrel: The reliability value of the grid point, interpolated with
kriging from the irregularly gridded dataset.
� cdod610: The column dust optical depth in absorption at

9.3 lm, normalized to the reference pressure of 610 Pa, interpo-
lated with kriging from the irregularly gridded dataset.
� cdodtot: The column dust optical depth in absorption at 9.3 lm,

provided to the interpolated surface pressure.

In order to calculate the total optical depth in the case of the
kriged maps, we divide the interpolated cdod610 by 610 Pa and
we multiply by the surface pressure value interpolated from the
gridded dataset. Note that, before interpolating, we replace the
missing surface pressure values with climatological values extract-
ed from the MCD (representing the average of 9 locations per grid
point).

Combined uncertainties and RMSD values are not provided in
the dust scenarios files, because by using a default IDL routine
we cannot derive an uncertainty from the interpolation procedure
itself, and because it would be totally arbitrary to assign uncertain-
ties to the modified or replaced grid points described in Section 6.1,
before the application of the kriging. In contrast, we interpolate the
reliability value, which can be used as an estimate of the quality of
a grid point. Before the application of the kriging interpolation, we
assign specific reliability values to missing or special grid points, so
that one can distinguish areas of the kriged maps where values
were modified with respect to the original maps gridded with
IWB. In particular, we assign 0.3 to grid points where optical depth
values are provided by climatological values (including all grid
points for sol-of-year < 225 in MY 24); 0.4 to missing grid points;
0.5 to modified grid points around the southern polar cap edge, and
to grid points where cdodtw > 15 sol; 0.6 to grid points where 7 <
cdodtw � 15.
Appendix C. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.icarus.2014.12.
034.
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